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theory, matrix of missing data instruments, it was considered necessary to
investigate this topic.

Depending on the identified need, a simulative study was conducted on the effects of missing
data on reliability. The reliability estimates were discussed in terms of generalizability theory
(G theory). Research Methods: Depending on the research questions, complete data sets
having different sample sizes (100, 200, 400, 1000) in weak and strong one-dimensional
structures under normal distribution were produced. Missing data sets were created by
deleting data at different rates (5%, 10%, 20%, 30%) randomly from the complete sets.
Findings and Results: When the estimates obtained by missing and complete data sets were
compared, it was found that G and phi coefficients were significantly affected for the weak
one-dimensional design when the missingness was 20% and more. However, for the strong
one-dimensional design, those coefficients were negligibly affected even when the
missingness was 30%. Moreover, it was also found that the estimates obtained by missing
coded incorrect in particularly weak one-dimensional data were lower than the estimates from
missing data matrix. Also error statistics of the weak one-dimensional data based on missing
coded incorrect were significantly higher than their strong one-dimensional data counterparts,
especially at the rates of 20% and 30% missingness. Implications for Research and Practice
Thus, missing coded incorrect is not suggested to be used as a missing data treatment method
in reliability estimations. Instead, generalizability theory, which allows us to conduct analysis
with missing data in matrices, might be recommended.
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Introduction

One of the problems often encountered in research data collection and analysis is
missing data. Missing data can be defined as the difference between the planned set of
data and the obtained set of data (Longford, 2005, p. 13). The data set having no missing
data is called a complete data matrix, while the data set with missing data is called an
incomplete data matrix. The results obtained with statistical methods applied to a
complete data matrix can be quite different from the ones obtained with the same
statistical methods applied to an incomplete data matrix (Enders, 2010). This is called the
missing data problem in statistics. Missing data are an important problem for all
branches of science concerned with collecting numerical data. The problem of missing
data is more manifest especially in cases where data collection has considerably high
costs (Rubin, Witkiewitz, Andre, & Reilly, 2007). Because the missing data in a data
matrix is likely to spoil the structure of the matrix, statistical analyses will yield
erroneous results and/or biased statistical estimates. Thus, missing (or lacking) values
reduce the quality of the data and may risk the reliability of statistical analyses. Methods
to eliminate the problem of missing data should be used in order to raise the quality of
measurement results containing missing data (Aydilek, 2013; Howell, 2008).

Two elements playing significant roles in the effects of missing data on statistical
estimations is the rate of missing data and the design of missing data. It is expected
according to research findings that estimation bias increases as the proportion of missing
data in the total data increases (Bakis & Goncu, 2015; Cool, 2000). In parallel to the
decrease in the ratio of missing data to the total data, the effects on statistical estimations
can also be negligible. On the other hand, missing at random (MAR), missing at
completely random (MCAR), or not missing at random (NMAR) are categories of
missing data (Enders, 2010; Schlomer, Bauman, & Card, 2010). Since the way missing
data behaves in terms of distribution is considerably influential in statistical estimations
(Enders, 2010; Schafer & Graham, 2002; Zhu, 2014), statistical tests have been developed
to determine the distribution of missing data (Little, 1988).

Although studies concerning missing data were started in the early 1900s, they
accelerated with such studies as “Inference and Missing Data” by Rubin (1976) and
“Statistical Analysis with Missing Data” by Little and Rubin (1987). A review of studies
concerning missing data demonstrates that the studies mostly focus on the effects of
statistical analysis results on missing data and that they also focus on the effects of value
assignment to missing data in different methods on statistical analysis results. A great
number of studies conducted by scientists of different branches on the effects of missing
data on estimated statistics as well as studies about the effects of missing data
assignment methods on statistical analysis results are available in the literature.

For instance, Kose and Oztemur (2014) compared the techniques of multiple coding,
listwise deletion and pairwise deletion in their study concerning the variance analysis of
missing data and its effects on t test results. Gu and Matloff (2015) also used the same
three techniques to study the effect of missing data on regression analysis. They
concluded that the method of deletion according to matching had better performance
than the other two methods. Cool (2000) investigated the effects of deletion and
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averaging for missing data on regression estimations and concluded that deletion
methods reduced the power of statistical analyses since they shrank sample size. Bakis
and Goncu (2015), in their study about biased estimations made by using two coding
methods for the incomplete data about flow rate measurements of a stream, concluded
that an excessive rate of missing data increased the level of bias in both methods. Ser and
Bati (2015), in their study of repeated data in animal husbandry, pointed out that they
used a multiple coding method for the missing data in their analysis of general linear
mixed model and obtained results similar to the ones obtained through complete data.
Shang, Liu, Cheng and Cheng (2016) researched the effects of missing data on the results
of component analysis. In a study performed by Yilmaz (2014) on missing data in the
field of medicine it was found that coding missing data through closest neighborhood
and random forests methods could produce similar solutions in problems of statistical
classification, and that the random forests method was preferable in highly related data
sets. Some researchers compared the classical techniques with current coding techniques
for missing data and they found that multiple coding and maximum likelihood were
more advantageous than classical techniques (Allison, 2001; Aydilek, 2013; Baraldi &
Enders, 2009; Graham, 2009; Graham, 2012; Nakai, & Ke, 2011; Piggot, 2001; Sari, 2012;
Schlomer, Bauman, & Card, 2010). Statistical approaches such as ANOVA, longitudinal
development models, structural equation models, regression, logistic regression, general
linear models and classification models formed the basis for the comparisons of missing
data coding in the abovementioned studies. Allison (2001), Horton and Clainman (2007),
Soley-Bori (2013), Whang, Zhang and Tong (2014), on the other hand, considered 9
different software programs and 13 missing data coding techniques in their study
introducing the techniques for missing data coding and the statistical software to apply
the techniques.

Peng, Harwell, Liou and Ehman (2002), in their study aiming to identify which
methods had been used for missing data in articles published in journals of education,
examined the studies published in 11 journals in the period between 1998 and 2002. The
researchers pointed out that missing data were available in 54% of the studies in the 11
journals, whereas there was no information about data in 18% of the studies. They also
found that listwise deletion was used in 87% of the studies, with pairwise deletion used
in 7% of the studies, no explanations offered in 3%, and five different methods of coding
used in the remaining 3% of the studies.

On reviewing the literature, it was found that the number of studies concerning the
effects of missing data on the psychometric properties of measurement instruments used
in education and in psychology were limited. In one such study, Weaver and Maxwell
(2014) researched the effects of coding missing data on the basis of expectation
maximization technique on exploratory factor analysis and on the results of reliability
and found it more useful than average coding on the basis of data deletion. Demir (2013)
and Cum and Gelbal (2015) researched the effects of missing data coding on
confirmatory factor analysis model-data fit values and obtained evidence that relatively
new missing data coding methods yielded better results. Nartgun (2015) compared the
methods of deletion based on a list, series mean, mean of nearby points, multiple coding
and regression coding, which were used in solving the problem of missing data under
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such conditions as completely random missing mechanism, normal distribution, one-
dimensional structure, different sample sizes (n=150; n=650) and different rates of
missing data (5%; 10%; 20%). Comparisons were made through the psychometric
properties of the scales (eigenvalue, explained variance and Cronbach’s alpha) and
through statistics calculated from the scores.

Although the literature review showed that the problem of missing data was a
common problem encountered in implementing measurement instruments, the review
also made it clear that the direct effects on the psychometric properties of measurement
instruments were not often considered. In particular, without any methods of missing
data imputation and missing data deletion, the issues of how and to what extent
reliability and validity of measurement results and such statistics as average
discrimination and difficulty are influenced by missing data were not investigated in
any depth.

It is common for participants in quantitative studies not to give a response due to
various reasons when they are given achievement tests, attitude scales, questionnaires,
etc. Participants may sometimes leave a question unanswered due to such reasons as
having no idea, failing to find an appropriate answer, skipping a question inadvertently,
or not marking the answer correctly. However, as the number of answers to
measurement instruments decreases or as missing data increases, the amount of
information gathered will decrease and the validity and reliability of measurement
results will be expected to fall. It is inevitable that missing data will influence the
psychometric properties of measurement instruments used in education and
psychology. Therefore, it is believed that the effects of missing data on the psychometric
properties of measurement instruments need to be researched. Due to this need, a
decision was made to study the effects of missing data on reliability - a psychometric
property of measurement instruments. The current study differs from others in this
respect.

A second and more important aspect of this study is that it analyzes the effects of the
rate of missing data on the generalizability (G) and phi (reliability) coefficients. Brennan
(2001) demonstrated that the generalizability and reliability coefficients could be
calculated from measurement results having missing data on the basis of generalizability
theory with appropriate formulae without deleting a responder from the data. Yet the
effects of missing data on the G and phi coefficients were not considered by any
researchers. The effects of missing data on the G and phi coefficients represents the main
question of this study. In addition, a method most frequently used by researchers
encountering the problem of missing data in dual scored data is to regard missing data
as incorrect answers and to code them blank. The effects of such an approach on
reliability estimations constitutes a second question to which this study seeks answers.
Thus, the current study searches for answers to this question: What are the effects of
missing data on the reliability of measurement results obtained with one-dimensional
measurement instruments? The fundamental research question was considered
according to the following subproblems:
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1. How is the reliability of measurement results having weak one-dimensional
structure obtained with blank coding and incorrect coding influenced by varied
sample sizes and by the rates of missing data?

2. How is the reliability of measurement results having strong one-dimensional
structure obtained with blank coding and incorrect coding influenced by varied
sample sizes and by the rates of missing data?

Method
Research Design

This study has a correlational survey design that aims to determine the presence
or degree of co-variance between two or more variables (Karasar, 2004). It is also a
simulative study.

Data and Conditions

This study analyzes the effects of missing data on the reliability of one-
dimensional measurement results under the condition of varied sample sizes and
missing data rates.

Differing recommendations are available in the literature for studies regarding G
theory and reliability estimations. Kline (1986) states that sample size should be at
least 200 in reliability calculations, while Nunnally and Bernstein (1994) point out
that sample size should be at least 300 to reduce the amount of errors stemming from
samples. Segal (1994), however, states that sample size of 300 would not be adequate
and that it would be small in reliability calculations. Charter (2003), on the other
hand, says that sample size of 400 could be adequate. Atilgan (2013) points out that
the G and phi coefficients can be estimated in a sufficiently unbiased way if sample
size is 50, 100, 200 and 300 in calculating the G coefficients but that the G and phi
coefficients will be more precise and stable if sample size is 400. By considering the
studies in the literature, sample size was determined as N= 100, 200, 400 and 1000 in
this study.

On reviewing the studies concerning the effects of missing data, we found that
they were often concerned with differing rates of missing data and structures of
missing data. Nartgun (2015) and Kose and Oztemur (2014) conducted their research
at a completely random mechanism at the rates of 5%, 10% and 20% missing data.
Cheng (2016) analyzed the effects of the presence of 20% missing data at a random
missing mechanism. Cum and Gelbal (2015) created data sets containing completely
random missing data at the rates of 20% and 30% and not completely random
missing data at the rate of 20%. Schafer and Olsen (1998) used a real data set under
the condition of MAR and at the rates of 35% and 45%. Shang et al. (2016) used data
sets containing missing data at the rates of 10%, 20% and 50% under the conditions of
MCAR and MAR. Tabachnick and Fidell (2001) state that missing data at the rate of
5% or above at random do not cause serious problems. Therefore, by considering the
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studies in the literature, the rates of missing data were determined as 5%, 10%, 20%
and 30% in this study.

Depending on sample size, two different types of data sets containing 20 items
with normal distribution and representative of strong and weak one-dimensionality
were created. Item factor loads were manipulated between 0.50-0.85 in the first type,
representing strong one-dimensionality, whereas they were free in the second type,
representing weak one-dimensionality. The factor structures of both types of data
were analyzed according to the unweighted least squares method; and the factor
loads for sample sizes of 100, 200, 400 and 1000 were estimated at the intervals of
0.592-0.824, 0.598-0.808, 0.691-0.820 and 0.765-0.832, respectively, in the strong one-
dimensional data, while they were estimated at the intervals of 0.058-0.684, 0.064-
0.667, 0.046-0.699 and 0.077-0.677, respectively, for sample sizes of 100, 200, 400 and
1000 in the weak one-dimensional data. The fact that the created data sets had one-
dimensional structure was confirmed through analyses by using Factor 10.3
software. Data were deleted from these two complete data sets in an MCAR manner
(missing at completely random) at the rates of 5%, 10%, 20% and 30%. The
transaction of deleting data was repeated 30 times and finally 30 data sets containing
missing data for each sample size were obtained.

Analysis of Research Data

Reliability of measurement results obtained with measurement instruments is
calculated in different ways depending on probable sources of error, such as raters,
time, test forms, items and task, which may be contained in measurement. This study
seeks answers to the research questions through G theory, which enables researchers
to assess simultaneously the reliability coefficients obtained in different senses
depending on the sources of error.

G theory is based on variance analysis, which ensures that inconsistencies that are
present or may be present in observed scores are determined with powerful
statistical analysis (Brennan, 2001). G theory divides variability in measurement
results into categories according to their sources, and it aims to generalize the
observed scores of variable or variables that are the object of measurement into
population scores accurately. G theory also removes the traditional difference
between validity and reliability to a certain extent. There are relative evaluations and
absolute evaluations in education and in psychology, and G theory calculates the
generalizability (G) coefficient for relative evaluations and dependability (phi)
coefficient for absolute evaluations (Brennan, 2001). This study also examines the
change in G and phi coefficients under the condition of sample size and missing data
rates.

The G and phi coefficients were calculated in this study from direct missing data
matrices and from matrices obtained by using the method of missing data coded
incorrect respectively for data sets. Calculations were made manually in Excel
because the EduG program was sensitive to missing data and the urGENOVA
program could not analyze data containing more than 5% missing data. The
calculations made in Excel were performed on the basis of Brennan’s example (2001;
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p- 227) for pxi design containing missing data and of the analyses for the example.
Brennan (2001) employed ANOVA, which uses linear equations obtained by
equalizing the expected values of squares averages to estimate variance components
in balanced designs. Henderson (1953) recommends two methods for variance and
co-variance estimations in unbalanced designs. Brennan (2001) used the method
called Henderson Method 1 to calculate the G and phi coefficients in designs
containing missing data. Based on this method, a T statistics called sum of squared
mean scores is used instead of squares average statistics as in ANOVA. Since the sum
of squares is a linear combination of squares average, Brennan (2001) points out that
a similar estimation of variance components can be made by equalizing the sum of
squares to the expected values. Variance estimations based on T statistics are shown
in Table 1,

Table 1

Variance Estimations based on T Statistics for Person x Item Design

Source of Variance df T Sum of Squares
persan ne-1 Zﬁbfg T(b)- T{w)

)
item N -1 Zﬁmffn T(m} - T{w)

m
person x item NL- M- ZZX: T(bm)- T{b)-T{m) +

bm
ne+1 — L T(w)

T 1 n, X?

Variance estimations of the data created in this study based on T statistics were
made and the G and phi coefficients were calculated with the help of these
estimations. Absolute and relative error variances were obtained with the following
formulas, respectively:

_ cr‘"(mj N cr‘.(lbmj

o) = (
(0= (28X )

< <3
2 P
where 7 (8) represents relative error variance, a-(4) represents absolute error

T

variance. ""m is the harmonic average of Mm . All other calculations used in variance

estimations can be found in Brennan (2001; pp. 225-237).

Complete data matrices for each condition were initially created in analyzing the
data and the G and phi coefficients were calculated for these complete data matrices.
After that, the G and the phi coefficients were calculated separately by the method of
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missing data incorrect and by missing data design of pxi for each incomplete data set
created and averages were found for 30 replications. Finally, the averages found for
these two methods of estimation were compared with the results obtained for
complete data. The root mean square of errors (RMSE) and bias values of error
statistics were then calculated and interpreted.

Results
The findings are presented below according to the research questions.

Research question 1: How is the reliability of measurement results having weak
one-dimensional structure obtained with blank coding and zero coding influenced
by varied sample sizes and by the rates of missing data?

The G and phi coefficients estimated from matrices obtained from weak one-
dimensional complete data matrices by the method of blank coding and incorrect
coding (zero coding) are shown in Table 2 below.

Table 2
Averages for the G and Phi Coefficients Estimated from Weak One-Dimensional Data

Complete

Sample DIype of Data 3% 10% 20% 30%
Sice Mare:  — o= pp G P G P G P G Phi
N=100 Blank 0.617 0.581 0.601 0.567 0.584 0.551 0.554 0.525 0.519 0.493
Incorrect 0.577 0.546 0.335 0.508 0.473 0451 0405 0.389
N=200  Blank 0547 051 0531 0496 0518 0484 048 045 0439 0414
Tncorrect 0.506 0474 047 0442 04 038 0339 0324
N=400  Blank 0.626 0.594 0.613 0582 0597 0568 0562 0336 0522 05
Tncorrect 0.591 0.562 0.553 0.527 0484 0465 042 0405
N=1000 Blank 0.623 0.592 0.608 0.578 0.592 0.564 0.559 0.534 0.519 0.497
Incorrect 0.586 0.539 0.364 0.538 0482 0464 0411 0398

Blank: Missmg data coded blank; meorrect: Missmg data coded meorrect

According to Table 2, when the rate of missing data is 5%, 10%, 20% and 30% for
sample size of 100; the G coefficients estimated from missing data matrices (blank
coding) are 0.02, 0.05, 0.10 and 0.16, respectively, and the phi coefficients are
estimated lower at the rates of 0.02, 0.05, 0.10 and 0.15, respectively. When the rate of
missing data is 5%, 10%, 20% and 30% for sample size of 200; the G coefficients
estimated are approximately 0.03, 0.05, 0.12 and 0.20, respectively, and the phi
coefficients are approximately 0.03, 0.05, 0.12 and 0.18, respectively, which are low.
This is similar to the other samples where the rate of missing data is 5%, 10%, 20%
and 30% for sample sizes of 400 and 1000 and the G coefficients are 0.02, 0.05, 0.10
and 0.17, respectively, whereas the phi coefficients are approximately 0.02, 0.05, 0.10
and 0.16, respectively.

As is clear from Table 2, the G coefficients estimated from matrices obtained
through incorrect coding for sample sizes of 100 and 200, according to complete data,
are approximately 0.06, 0.13, 0.23 and 0.34, respectively, whereas the phi coefficients
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are approximately 0.06, 0.12, 0.22 and 0.33, respectively, which are low. When the
rate of missing data is 5%, 10%, 20% and 30% for sample size of 400, the G
coefficients estimated for complete data are approximately 0.06, 0.16, 0.23, and 0.33,
while the phi coefficients are approximately 0.06, 0.09, 0.22 and 0.33, which are low.
The G and phi coefficients estimated through incorrect coding have been estimated
lower than the G and phi coefficients estimated through missing data matrices (blank
coding) for all rates of missing data and for all sample sizes.

Bias values and RMSE calculated for the G and phi coefficients from matrices
obtained by blank coding and incorrect coding from weak one-dimensional missing
data matrices are shown in Table 3.

Table 3

Error Statistics Calculated for Weak One-Dimensional Data

Y

Sample  Type of 3% 10% 20% 30%
sce M T G Pw G PW_ G P G Phi
Blank RMSE 0021 0016 0038 0032 0072 0062 0.106 0,093
Bias 0019 0013 0036 0029 0066 0055 0101 0,087
N S omest RMSE 0,045 0,041 0,085 0,078 0,151 0.137 0231 0201
Bias 004 0035 0082 0073 0,144 0,13 0212 0,192
Blank RMSE 0,021 0,017 0,035 0,029 0074 0065 0,115 0,101
) Bias 0019 0014 0032 0027 007 006 0111 0,09
N S omes RVEE 0,046 0,041 0,081 0,072 0,152 0,136 0,215 0,193
Bias 0041 0,037 0077 0068 0147 013 0,208 0,186
Blank RMSE 0,019 0011 0034 0024 007 0056 0,11 0,092
Bias 0017 0,009 0033 0022 0068 0054 0,08 0,09

N=400

Incomect RMSE 0,037 0,034 0,074 0,068 0,143 0,131 0,208 0,191
Bias 0,035 0032 0073 0066 0142 013 0,206 0,189
Blank RMSE 0,013 0,013 0029 0,027 0062 0,057 0,102 0,094
Bias 0012 0012 0028 0026 0061 0056 0,01 0,093
RS s VS 0,037 0,034 0,071 0,065 0,41 0129 0,213 0,19
Bias 0,037 0033 0071 0064 0141 0,128 0,212 0,194

Blank: Missmg datz coded blank; Incorreet: Missmg data coded meorrect

According to Table 3, the RMSE and bias
coefficients estimated from missing data matrices for all conditions of sample size
increase in parallel to the increase in the rate of missing data. Also, the situation is
similar for the G and phi coefficients estimated from matrices obtained through

error values for the G and phi
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incorrect coding. It is observed that although error values calculated from both
missing data matrices and through incorrect coding for all conditions of the rate of
missing data are constant in some cases, as the size of sample increases, the error
values decrease at least at minimal levels. Besides, it is also evident on comparing the
data sets having and not having incorrect coding, regardless of their sample size, that
the RMSE and bias values increase in data sets having incorrect coding.

Research question 2: How is the reliability of measurement results having strong
one-dimensional structure obtained with blank coding and zero coding influenced
by varied sample sizes and by the rates of missing data?

The G and phi coefficients estimated from matrices that are obtained from strong
one-dimensional complete data matrices by the method of blank coding and method
of incorrect coding are shown in Table 4 below.

Table 4
Awverages for the G and Phi Coefficients Estimated from Strong One-Dimensional Data

Sample  Type of C”giiffe 5% 10% 209 30
Size Mark —=—pp G P G Phi G P G P
N=100 Blank 0951 0951 0.950 0.948 0.947 0945 0.940 0.938 0.933 0930
Incorrect 0.941 0941 0931 0.930 0.906 0.906 0.877 0.876
N=200 Blank 0936 0936 0934 0933 0931 0929 0923 0921 0913 0910
Incorrect 0.926 0.926 0.915 0.915 0.890 0.890 0.861 0.861
N=400 Blank 0933 0933 0930 0930 0926 0926 0917 0.917 0.905 0905
Incorrect 0.922 0.922 0.910 0.910 0.881 0.881 0.848 0.848
N=1000 Blank 0942 0942 0938 0939 0935 0936 0927 0.928 0917 0918
Incorrect 0.932 0932 0921 0921 0.897 0.897 0.866 0.866

Blank: Missing data coded blank; Incorrect: Missmg data coded meorrect

According to Table 4, when the sample size is 100, the G and phi coefficients
obtained from complete data sets are the same as those obtained from matrices
obtained by blank coding as data and having 5% and 10% missing data. When the
rate of missing data is 20% and 30%, the G and phi coefficients were estimated lower
than the complete data set and are 0.01 and 0.02, respectively. These findings are also
similar for sample size of 200. Similar G and phi coefficients were estimated for the
complete data set with sample sizes of 400 and 1000 and for missing data of 5% and
10%, whereas the coefficients were estimated lower (0.02 and 0.03, respectively) for
data sets with 20% and 30% missing data. As is evident from Table 3, equal G and
phi coefficients were estimated for all conditions of missing data with sample size of
400. On the other hand, the phi coefficients were estimated higher than the G
coefficients for sample size of 1000.

Still according to Table 4, the G coefficients estimated from matrices obtained
through incorrect coding for sample sizes of 100, 200 and 1000, according to complete
data, are approximately lower at the rates of 0.01, 0.02, 0.05 and 0.08 When the rate of
missing data is 5%, 10%, 20% and 30% for sample size of 400, the G and phi
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coefficients estimated according to complete data are approximately lower at the
rates of approximately 0.01, 0.03, 0.06 and 0.09. The G and phi coefficients estimated
through incorrect coding are lower than those estimated through matrices of missing
data for all rates of missing data and all sample sizes.

Bias values and RMSE calculated for the G and phi coefficients from matrices
obtained by blank coding and incorrect coding from strong one-dimensional missing
data matrices are shown in Table 5 below.

Table 5

Error Statistics Calculated for Strong One-Dimensional Data

Sample Lpeof . 5% 10% 20% 30%
Size Matrix G Pni G Phi G Phi G Phi
Blank RMSE 0.005 0.003 0.020 0.022 0.029 0.030 0.040 0.041
Bias  0.004 0.003 0.020 0.022 0.028 0.030 0.038 0.041
N=100 Incorrect RMSE 0.010 0.010 0.021 0.021 0.045 0.046 0.075 0.075
Bias 0.010 0.010 0.020 0.021 0.045 0.045 0.074 0.075
Blank RMSE 0.004 0.003 0.006 0.007 0.015 0.015 0.025 0.026
N Bias  0.003 0.003 0.005 0.007 0.013 0.015 0.023 0.026
Incorrect RMSE 0.011 0.011 0.021 0.021 0.046 0.046 0.076 0.075
Bias  0.010 0.010 0.021 0.021 0.046 0.046 0.075 0.075
Blank RMSE 0.004 0.003 0.008 0.007 0.017 0.016 0.029 0.028
Bias  0.003 0.003 0.007 0.007 0.016 0.016 0.028 0.028
R S— RMSE 0.011 0.011 0.023 0.024 0.052 0.052 0.085 0.085
Bias  0.011 0.011 0.023 0.023 0.052 0.052 0.085 0.085
Blank EMSE 0.005 0.003 0.007 0.006 0.015 0.014 0.026 0.024
N=1000 Bias 0.004 0.003 0.007 0.006 0.015 0.014 0.025 0.024
Incorrect RMSE 0.010 0.010 0.020 0.020 0.045 0.045 0.076 0.076
Bias  0.010 0.010 0.020 0.020 0.045 0.045 0.076 0.076
Blank: Missing data coded blank; Incorbect: Missing data codad meorrect t

An examination of Table 5 makes it clear that the RMSE and bias error values for
the G and phi coefficients estimated from missing data matrices (blank coding) for all
conditions of sample size increase in parallel to the increase in the rate of missing
data. The situation is similar for the RMSE and bias values of the G and phi
coefficients estimated from matrices, which are obtained through incorrect coding. It
is observed that although error values calculated from both missing data matrices
and through incorrect coding for all conditions of the rate of missing data are
constant in some cases. The error values decrease at least at minimal levels as the size
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of sample increases. Moreover, it is also evident on comparing the data sets having
and not having incorrect coding regardless of their sample size that the RMSE and
bias values increase in data sets having incorrect coding.

Discussion and Conclusion

This study examined the effects of missing data on measurement results and also
considered reliability estimates from the aspect of generalizability theory. Studies
available in the literature mostly approached the problem of missing data from the
aspect of methods for treating missing data and made evaluations by comparing the
results for complete data with the ones for treating missing data. However, they did
not analyze the psychometric effects of missing data measurement results on
statistical analyses without methods for treating missing data.

This study investigated how the rates of missing data in data sets with differing
sample sizes and normal distribution influenced the generalizability and phi
coefficients when a method for missing data coding was not used.

First, the effects of missing data rates in weak one-dimensional data on G and phi
coefficients according to sample sizes were examined, and similar results were
obtained for both of these coefficients in weak one-dimensional data. On comparing
the estimates made from complete data and the ones made from data with missing
data, it was found that the greatest fall was in the data with 20% missing data and
especially in the data with 30% missing data. A further conclusion was that the
estimates had not been affected greatly by sample sizes. The rate of missing data for
a weak one-dimensional set of data having a rate of missing data of 20% and above
affected the G and phi coefficients considerably.

Second, the effects of missing data rates and sample sizes in strong one-
dimensional tests on G and phi coefficients were investigated, and it was found that
the estimates made from missing data were minimally lower than those made from
complete data, even in cases with 30% missing data. Thus, it was concluded that
sample size did not affect estimates for strong one-dimensional data substantially
either.

Estimation errors for the G and phi coefficients obtained from missing data
matrices of strong and weak one-dimensional data were analyzed in terms of RMSE
and bias statistics. It was found that as the rate of missing data for each condition of
sample size increased, error values increased more in weak one-dimensional data
and that it increased at minimal levels in strong one-dimensional data. It was also
found that RMSE and bias values either did not change or decreased at minimal
levels as sample size increased in both weak and strong one-dimensional data for
each condition of missing data rates. On evaluating all these conditions together, it
was found that error statistics for weak one-dimensional data were bigger than those
for strong data.
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A method that researchers frequently employ when they encounter missing data
in binary data matrices is to regard missing data as incorrect answers and to code
them zero. This study also examined the effects of this method and concluded that
estimates made by incorrect (zero) coding, especially in weak one-dimensional data,
were lower than those made through missing data matrices. On comparing the
RMSE and bias values for the G and phi coefficients estimated from missing data
matrices with those for matrices obtained by incorrect coding, it was found that the
errors based on incorrect coding were higher, which was a remarkable finding. In a
similar vein, the error statistics for weak one-dimensional data based on incorrect
coding were found to be significantly higher than those for strong one-dimensional
data, especially at 20% and 30% rates of missing data. Based on this research finding,
it may be said that the incorrect coding method should not be used as a method for
treating missing data since reliability estimates with incorrect coding yields biased
results. Instead, by considering the fact that the G coefficient obtained in one-faced
designs is equal to Cronbach’s alpha, G theory, which enables one to perform
analyses with missing data matrices in calculating the reliability of measurement
results, is highly recommended.

Another remarkable result obtained in this study was that the G and phi
coefficients grew ever closer as sample size increased in strong one-dimensional
designs and that the phi coefficient was estimated to be bigger than the G coefficient
when the sample size was 1000. Yet the phi coefficient is mathematically smaller than
(or equal to) the G coefficient in generalizability analyses for balanced designs.
Brennan (2001) states that this situation stems from using different quadratic forms to
calculate the T statistics in unbalanced designs.

This study, which aimed to draw the reader’s attention to the fact that the
reliability of measurement results could be calculated with G theory, was conducted
with binary data. Besides repeating the existing analyses with polytomous data, they
can also be performed at differing levels of the conditions in a study. The effects of
methods for treating missing data on the reliability of measurement results, which
was one of the research problems here, can be analyzed separately in the context of
generalizability theory.
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Orneklem Biiyiikliigiiniin ve Kayip Veri Oraninin Genellenebilirlik
Katsayilarina Etkisi
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Ozet

Problem Durumu: Veri toplama ve bu verilerin analiz edilmesinin temele alindig1
arastirmalarda karsilasilma olasilig1 olan en 6nemli problemlerden biri kay1p veridir.
Kayip veri planlanan veri kiimesi ile elde edilen veri kiimesi arasindaki fark olarak
tanimlanabilir. Alan yazin incelendiginde kayip veri problemi olgme araclarimin
uygulanmas: sonucu karsilasilan yaygm bir problem olmasina karsin, o6lgme
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araglarinin psikometrik 6zelliklerine etkisi tizerinde pek durulmamustir. Ozellikle
6lgme sonuclarinin giivenirliginin, gecerliginin, ortalama ayiricilik ve giiclik gibi
istatistiklerin kayip verilerden nasil ve ne diizeyde etkilendigi konusu pek
arastirilmamustir. Bagar: testi, tutum olgegi, anketler vb. katilimcilara uygulandigi
zaman cesitli sebeplerle bazi katihimcilarin cevap vermemesi durumuna ¢ok sik
rastlanir. Katilmeilar 6lgme araglarindaki sorular: bir fikri olmamasi, uygun bir
cevap bulamamasi, yanlislikla soruyu cevaplamadan atlamas: veya cevabimi dogru
bir sekilde isaretlememesi nedenleriyle bos birakabilmektedir. Ancak &lgme
araclarina gelen cevaplar azaldikca ya da kayip veri arttikca toplanan bilgi azalacak
ve Ol¢me sonuglarmin gegerligi ve giivenirliginin diismesi beklenecektir. Kayip
verilerin egitim ve psikolojide kullanilan 6l¢me araglarmin psikometrik 6zelliklerini
etkilemesi kacinilmaz bir durumdur. Dolayisiyla kayip verilerin 6lgme araclarinin
psikometrik  ozellikleri tizerindeki etkisinin arastirilmasma ihtiya¢ oldugu
diistiniilmektedir.

Arastirmanmin - Amaci: Belirlenen bu ihtiyaca baglh olarak kayip verinin olgme
araclarinin psikometrik ozelliklerinden giivenirlige etkisi tizerinde calisiimasma
karar verilmistir. Bu yonii ile ¢alisma diger calismalardan farklilik gostermektedir.
Calismanin ikinci ve daha 6nemli bir yonii ise kayip veri oraninin genellenebilirlik
(G) ve phi (gtivenirlik) katsayisina olan etkisini incelemesidir. Brennan (2001),
Genellenebilirlik kuramina dayali olarak kayip veriye sahip 6l¢me sonuglarindan
uygun formiillerle herhangi bir cevaplayiciy1 verilerden silmeden genellenebilirlik ve
gilivenilirlik katsayilarinin hesaplanacagimi gostermis ancak kayip verinin G ve Phi
katsayisina olan etkisi herhangi bir arastirmaci tarafindan incelenmemistir. Kayip
verilerin G ve Phi katsayisina etkisi bu arastrmanin temel sorusunu
olusturmaktadir. Ayrica ikili puanlanan verilerde kayip veri sorunu ile karsilasan
arastirmacilarin en sik basvurduklar1 yontemlerden biri kayip verileri yanlis cevap
olarak kabul edip sifir puan atamast yapmaktir. Bu yaklasimin gitivenirlik
kestirimine etkisi, bu calismayla cevaplamaya c¢alisilan bir baska sorudur.
Dolayistyla, bu arastirmada normal dagilim altinda zayif ve giiclii tek boyutluluk
ozelligi gosteren kayip verili ve sifir atamayla elde edilen 6l¢me sonuglarinin
guvenirliginin degisen orneklem biiytikliileri ve kayip veri oranlarindan nasil
etkilendigi sorusuna yanit aranmistir.

Arastirmanmin Yontemi: Giivenirlik kestirimleri, hata kaynaklarina bagh olarak farkl
anlamlarda elde edilen giivenirlik katsayilarini ayn1 anda degerlendirmeyi saglayan
Genellenebilirlik Kurami agisindan ele alinmustir. Arastirma sorularina bagli olarak
oncelikle normal dagilim gosteren zayif ve giicli tek boyutlu yapilarda farkl
orneklem biytikltigiine (N=100, 200, 400, 1000) sahip tam veri setleri tiretilmistir. Bu
setlerden tamamuiyla seckisiz olacak sekilde farkli kayip veri oranlarinda (%5, %10,
%20,%30) veriler silinerek kayip verili setler olusturulmustur. Arastirma sonuglar1
tam veri setleri ile kayip ve sifir atama yapilmis veri matrislerinden elde edilen G ve
phi Kkatsayilarinin  ortalamalar1  karsilastirilarak — degerlendirilmistir. ~ Ayrica
degerlendirmeleri daha isabetli yapabilmek igin hata istatistiklerinden hatalarmn
kareleri ortalamasinin karekokii (RMSE) ve yanlilik (bias) degerleri hesaplanarak
yorumlanmustir.
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Arastirmamn Bulgulari: Tam veri ile kayip veri setlerinden elde edilen kestirimler
karsilastirildiginda, zayif tek boyutlu desenler icin kayip veri oraninin %20 ve daha
fazla oldugu durumlarda G ve Phi katsayilarmin énemli derecede etkilendigi ancak
guiclii tek boyutlu desenler de kayip veri oranin %30 oldugu durumda dahi bu
katsayilarm minimal diizeyde etkilendigi bulunmustur. Orneklem biiyiikliigiiniin
her bir kosulu i¢in kayip veri orami artikca hata degerlerinin zayif tek boyutlu
verilerde daha fazla arttigy; giiclii tek boyutlu verilerde ise minimal diizeyde arttig1
gozlenmistir. Kayip veri oranimin her bir kosulu i¢in zayif ve giicli tek boyutlu
verilerin her ikisinde de 6rneklem buiytikliigt arttikca hata ve yanlilik degerlerinin
ya degismedigi ya da minimal diizeyde azaldig1 goriilmiistiir. Biittin kosullar bir
arada degerlendirildiginde zayif tek boyutlu verilere ait hata istatistiklerinin gticlui
tek boyutlu verilerden elde edilenlere gore daha biiyiik oldugu gozlenmistir. Ayrica
ozellikle zayif tek boyutlu verilerde sifir atama sonucu elde edilen kestirimlerin
kayip veri matrisinden elde edilen kestirimlerden daha diisiik ve sifir atama
yontemine dayali olarak zayif tek boyutlu verilerin hata istatistiklerinin gii¢lii tek
boyutlu verilerin hata istatistiklerinden, ozellikle %20 ve %30 kay1ip veri oranlarinda,
onemli derecede yiiksek oldugu bulunmustur.

Aragtirmamin Sonuglart ve Onerileri: Dolayisiyla sifir atama yontemi ile elde edilen
guvenirlik kestirimleri yanli sonuglar verdiginden bu yontemin giivenirlik
kestirimlerinde kay1p veri ile bas etme yontemi olarak kullanilmamasi; bunun yerine
6lgme sonuglarmin giivenirliginin hesaplanmasinda kayip veri matrisleri ile analiz
yapmaya olanak saglayan Genellenebilirlik kuramimin kullanilmasi onerilebilir.
Ayrica kayip veri matrisleriyle clgme sonuclarinin giivenirliginin Genellenebilirlik
kuramu ile hesaplanabilecegine dikkat cekmek istenilen bu calisma iki kategorili
veriler ile yurutulmistir. Mevcut analizler ¢ok kategorili veriler igin
tekrarlanabilecegi gibi arastirmada incelenen kosullarin farkli diizeylerinde de
gerceklestirilebilir. Bir bagka arastirma problemi olan kayip veri ile bas etme
yontemlerinin 6lgme sonuclarmin giivenirligine etkisi Genellenebilirlik kurami
baglaminda ayrica incelenebilir.

Anahtar Kelimeler: Giivenirlik, G katsayisi, phi katsayisi, sifir atama, MCAR,
genellenebilirlik kurami, kayip veri matrisi.



