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Abstract: This paper aims to examine and assess the questions included in the 

“Turkish Common Exam” for sixth graders held in the first semester of 2018 which 

is one of the common exams carried out by The Measurement and Evaluation 

Centers, in terms of question structure, quality and taxonomic value. To this end, 

the test questions were examined by three specialists with expertise in different 

fields in terms of structure, content, and taxonomic values. The test questions were 

then rated by raters with expertise in different fields according to the criteria set by 

the researchers. Hence, the study employed the descriptive survey model. The data 

obtained from the assessment of the questions were analyzed using the Many Facet 

Rasch Model (MFRM). According to the findings, of the 20 questions included in 

the exam, 5 (five) are in the category of “Remembering”, 12 (twelve) in the 

category of “Understanding”, 2 (two) in the category of “Analyzing” and 1 (one) 

in the category of “Evaluating.” Accordingly, the number of questions that measure 

higher-order thinking skills was lower than the number of lower-level questions. 

In addition, the study contained three facets: raters, tasks (items), and criteria. 

There were no differences among the raters (a Turkish Education Specialist, a 

Program Development Specialist, and a Testing and Assessment Specialist) in 

terms of severity and leniency: all the raters were in agreement. Finally, in this 

study, the questions met the criteria measuring the structural features, while they 

failed to meet the criteria measuring the quality and clarity. 

1. INTRODUCTION 

The new century requires raising individuals who are not passive receivers of information,( i.e., 

who do not only obtain information but also question it, translate information into different 

forms according to changing conditions, use information effectively, and develop higher-order 

thinking skills, such as creative thinking, critical thinking, and comparison). Hill (2016) defines 

higher-order thinking skills as the ability to transcend the information provided, adopt a critical 

stance, make evaluations, develop meta-cognitive awareness, and use problem-solving skills. 

For this reason, education systems aim to raise individuals equipped with the skills needed in 

the 21st century, starting from the preschool period. Raising individuals who can meet the 
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expectations of the era, keep up with current developments, have a sense of self-confidence, 

research, question, and realize themselves is what is expected from modern education systems 

(Anil, 2009). Language skills are an important tool in the acquisition of high-level mental skills. 

According to Gunes (2007), language is the most important tool for learning as well as 

developing mental skills. In Turkey, language skills consisting of reading, writing, speaking, 

and listening skills are acquired and developed by students in Turkish classes. Turkish lesson 

is not considered a course aiming to give information, but a process aimed at helping students 

to acquire and develop language skills (Kurudayioglu & Cetin, 2015; Karaduz, 2010; Gunes, 

2011). The four basic language skills targeted by the Turkish course are also a basis for other 

courses. In other words, students' success in Turkish classes in understanding, interpreting, 

criticizing, and evaluating what they read and making inferences is a prerequisite for success in 

other courses as well as for overall academic performance. As a matter of fact, according to Cer 

(2018), one of the most important responsibilities in developing higher-order thinking skills in 

children falls upon the shoulders of mother tongue programs. 

Constructivism-based curricula that have been implemented in Turkey since 2006 target not 

only basic language skills but also higher-order thinking skills. For example, Turkish Course 

Curriculum designed by the Republic of Turkey Ministry of National Education (2006) includes 

higher-order thinking skills such as critical thinking, creative thinking, problem-solving, and 

decision making. Also, in the revised Turkish Course Curriculum (2019), the structure and 

hierarchy of the learning objectives have been arranged in a way that contributes to the 

development of students’ high-level cognitive skills as well as basic language skills. The 

curriculum aims to help students develop skills such as researching, exploring, interpreting, and 

constructing knowledge as well as accessing information from printed materials and multimedia 

sources and organizing, questioning, using, and producing information. In addition, it is aimed 

to help students understand, evaluate, and question what they read from a critical perspective. 

All these skills are planned to be conveyed to students through the learning objectives specified 

in the curriculum. On the other hand, testing and assessment, which reveals whether the stated 

learning objectives are achieved by students, is carried out by teachers through classroom 

activities. In addition, the Ministry of National Education or Student Selection and Placement 

Center conducts testing and assessment on a national and local scale in order to place students 

in a higher education institution (Kardes-Birinci, 2014; Cepni, Ozsevgenc & Gokdere, 2003). 

Furthermore, to evaluate the Turkish education system according to international criteria, 

Turkey has participated in the Programme for International Student Assessment (PISA), a 

worldwide study by the Organisation for Economic Co-operation and Development (OECD).  

Recent years have witnessed developments in cognitive, psychometric, and technological tools, 

concepts and theories in the assessment of education (Mislevy, 2006). One of the developments 

in Turkey is the "Turkish Language Test for Four Skills." This test is held to measure students’ 

four basic language skills within the framework of the Turkey’s 2023 Education Vision. The 

pilot implementation of the test, which was held by the Ministry of National Education to 

measure students’ four language skills in an electronic environment and with a standard 

measurement tool, was carried out with the participation of 7th-grade students in 15 provinces. 

This test is important in that it was the first nation-wide practice to measure students’ basic 

language skills in the mother tongue in line with international standards (Republic of Turkey 

Ministry of National Education, 2020). 

Regardless of the level and content of education, measuring student learning throughout and at 

the end of the education process is a necessity (Buyukozturk, 2016). The main tools for 

educational measurement are tests and exams. They do not only measure students’ knowledge 

and skills related to a particular area (Buyukozturk, 2016) but also are indicators of whether 

learning objectives specified in a curriculum are achieved. Downing (2006) underlines twelve 
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steps for effective test development: overall plan, content definition, test specifications, item 

development, test design and assembly, test production, test administration, scoring 

examination responses, establishing passing scores, reporting examination results, item 

banking, and test technical report. These twelve steps provide a structured, systematic process 

for developing effective exams/tests of all kinds.  

The content definition is one of the most important steps of test development. When defining 

the content, a table of specifications is used. On the other hand, when developing a table of 

specifications, taxonomies are used. The taxonomies developed to be used in the educational 

field (Bloom 1956, Haladayna, 1997; Marzano & Kendall, 2007, etc.) are used not only to guide 

the development of curricula but also for the development of effective test questions suitable 

for learning outcomes and objectives. These learning taxonomies also provide standardization 

in education both at the national and international levels. 

Revised Bloom’s Taxonomy employed in this study is a revision of Bloom’s Taxonomy 

developed by Bloom et al. in 1956. It was published in 2001 by a group of testing and 

assessment specialists, cognitive psychologists, curriculum theorists, and instructional 

researchers chaired by Lorin W. Anderson, who was once a student of Bloom (Anderson et al., 

2001). Bloom’s original taxonomy identified six levels within the cognitive domain, from the 

simple recall or recognition of facts to increasingly more complex and abstract mental levels. 

These six levels are (1) knowledge, (2) comprehension, (3) application, (4) analysis, (5) 

synthesis (6) evaluation (Anderson, 2005). On the other hand, Revised Bloom’s Taxonomy 

contains two dimensions: knowledge dimension (factual knowledge, conceptual knowledge, 

procedural knowledge, and meta-cognitive knowledge) and cognitive process dimension 

(applying, analyzing, evaluating). Also, in the revised taxonomy, knowledge was renamed as 

“remembering,” comprehension as “understanding,” and synthesis as “creating” (Anderson, 

2005). Thus, the original taxonomy was revised and provided with a structure more appropriate 

for the new century. 

Exams/tests are administered through asking questions. The question at the center of learning 

is generally defined as a statement expressed to extract information from the learner (Hill, 

2016). Asking and answering questions means engaging in a mental process. According to 

Dillion (2006), “one turns to logic, philosophy, and linguistics for analyses of the nature of 

questions, their relation to answers, and their function in discourse, that is, for a theory of 

questions.” This indicates that questions are a complex but effective tool consisting of many 

skills. 

Asking and answering questions is one of the activities/methods frequently used in 

communication. Since Socrates (469 BC - 399 BC), Socratic method and questions (Noddings, 

2018) have been at the center of learning and teaching activities. Teachers ask questions for 

different purposes in their educational activities. According to Yildirim (2012), for example, 

questions are the most important tools to monitor student learning. The competence of teachers 

and students at this level has an important place in improving students’ comprehension of what 

they read. Gunes (2012) lists the objectives of questions in Turkish teaching as motivating 

students, increasing their comprehension levels, helping them develop language and mental 

skills, and effectively conducting and evaluating the learning and teaching process. Andre 

(1979) argues that questions may be used in at least four different situations to guide student 

learning: questions can be used in classroom recitation or discussion; they can be inserted in 

text or other instructional media; they can be used on examinations; finally, students can ask 

questions of themselves while studying. 

The nature of questions has a crucial impact on the progress/development of thought in the 

classroom. The questions asked by teachers not only define the framework of the lesson but 

also indicate teachers’ expectations from students (Wilen, 1991). In addition, the level of 
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questions also affects the quality of thinking skills. According to Andre (1979), level-of-

question refers to the nature of cognitive processing required to answer a question. A question 

may ask a learner to repeat or recognize some information exactly as it was presented in 

instruction. Such a question is typically referred as a knowledge, factual, or verbatim question. 

Factual questions are believed to involve less complex cognitive processing than questions 

requiring more than direct memory. Ates et al. (2016) stated that teachers tend to ask lower-

level questions, that students’ thinking levels are affected by the questions asked by teachers, 

and students do not usually ask questions at higher levels than those posed by their teachers. 

The authors also stated that teachers often use questions to measure and assess students’ 

comprehension levels, rather than to improve their comprehension skills or enable them to 

develop higher-order thinking skills.  

Also, Dillon (2006) argues that questions alone are insufficient to foster students' independent 

thinking and may limit their thinking abilities. To eliminate these limitations, the following 

methods are recommended: avoiding direct questions, confirming what is said, keeping silent 

(waiting). Shaunessy (2000) recommends that for students to develop creative, critical, and 

higher-order thinking skills, teachers should use divergent questions to provoke more questions 

and new inquiries rather than convergent questions that have one correct answer. 

Questions are considered as one of the basic tools of thinking and are often employed in Turkish 

classes for different purposes. A thorough review of the relevant literature has yielded a number 

of studies examining the questions asked by teachers in Turkish tests, the questions included in 

teacher’s books and workbooks, and the questions asked by teachers and students during 

Turkish classes. Kavruk and Cecen (2013), Cintas Yildiz (2015), Gufta and Zorbaz (2008) 

examined the test questions prepared by Turkish teachers, Bircan (2012), Yesilyurt (2012), and 

Aktas (2017) examined the test questions prepared by prospective teachers studying in the 

Turkish language teaching department, and Gocer (2016) examined the questions prepared by 

Turkish teachers enrolled in postgraduate education. Also, Cayhan and Akin (2015) examined 

the nation-wide TEOG (transition from primary to secondary education) test, and Demiral and 

Mensan (2017) compared the test questions developed by teachers with TEOG test questions 

and PISA test questions. 

Besides, many studies have examined the questions in Turkish workbooks and teacher’s books 

as well as reading comprehension questions included in student’s books. Gocer (2008), Cecen 

and Kurnaz (2015) examined the questions in the measurement and evaluation sections at the 

end of each theme, Ozdemir et al. (2007) and Bozkurt et al. (2015) examined the questions in 

workbooks, Eroglu and Kuzu (2014) examined the grammar questions in workbooks, Onalan 

and Zengin (2015), Sarar-Kuzu (2013), and Celikturk-Sezgin and Gedikoglu-Ozilhan (2019) 

examined reading comprehension questions, and Durukan (2009) examined the questions in 

teacher’s books. All these studies examined the test questions developed by Turkish teachers, 

the questions in Turkish textbooks, the questions in workbooks, reading comprehension 

questions, and the questions in teacher’s books according to Bloom’s Taxonomy or the Revised 

Bloom’s Taxonomy and revealed that the examined questions do not address high-level mental 

skills, which is an important common finding.  

1.1. Many Facet Rasch Model 

The main problem of the study was answered by using the Many Facet Rasch Model (MFRM). 

The Rasch Model, which is a two-facet model based on Item Response Theory (IRT), is used 

in measurement situations where the Rasch Model is affected by different variability sources 

(raters, different measurement situations, etc.) other than individual and item facets. MFRM is 

a measurement model that can overcome the limitations of Classical Test Theory (CTT) 

(Anshel et al., 2009; Kim et al., 2012; Govindasamy et al., 2019; Uto, 2020 ). In the MFRM, 

predictions for each facet (individual, item, rater, situation, etc.) can be made independent of 
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other variability sources (Engelhard, 1994). For example; item parameters can be estimated 

independently of the severity/generosity levels of raters or other sources of variability that may 

affect the measurement results. In CTT, the ability levels of individuals in a test are estimated 

by the sum of their scores from test items. It is assumed that the difficulty levels of each item 

in the test (or the likelihood of participating in an item or not) are equal and / or their 

contribution to the total score is the same. However, if each item has a different contribution in 

the measured property, accepting the contribution of each item as equal in the total score causes 

biased results and the statistics based on this acceptance contain errors (Brinthaupt & Kang, 

2012). Based on the results obtained from raw scores in CTT, individuals can only be ranked 

according to their ability levels and these scores obtained in the ranking scale cannot be 

collected. However, the mathematical model on which MFRM is based overcomes this 

limitation and by taking the natural logarithm of the raw data (log-odds), the measurement 

results are converted to the interval scale (logit) level. In addition to these, compliance statistics 

(INFIT and OUTFIT) can be determined for each variability source with a single analysis in 

MFRM. In addition, parameter estimates for each facet can be interpreted together on a common 

ruler (logit scale) (Linacre, 1989). Relative places of facets can be examined in this ruler with 

a common metric. Thus, for example; By observing the distribution of items, it can be 

determined at what level the item was absent / missing and at what level there were many items 

throughout the skill level (Brinthaupt & Kang, 2012). In addition, MFRM also provides 

descriptive information about other facets (eg raters) in the study. For example, in a 

measurement case involving more than one rater, one rater scoring more generous than the 

others; This "unexpected scoring situation" can be determined where all other raters give a high 

score and this rater gives a lower score (Linacre, 1989). When examined in the light of all this 

information, it was thought that MFRM was a suitable method for this study where 3 different 

raters evaluated based on 20 different criteria. 

1.2. Purpose of the Study 

In 2017, the “Monitoring, Research and Development Project of Measurement and Evaluation 

Practices” was launched by the Ministry of Education in our country. In the annual report 

prepared, the main objectives of this project are stated as follows; 

• Improving the measurement and evaluation capacities of the provinces, 

• Revealing the acquisition levels of the students and teachers in a way to give feedback, 

• Ensuring that teachers perform more qualified exams by using the Question Bank software 

to be created at the end of the project, 

• Improving the capacity of conducting joint exams across the province. 

Within the scope of the project, measurement and evaluation centers have been established in 

81 provinces and common exams have been started in most of these centers and these exams 

are still ongoing. Besides, these exams expand their content in terms of grade level and lesson 

each year. In this study, conducted in this regard, it was aimed to examine and assess the 

questions included in the province-wide “Turkish Common Exam” for sixth graders held in the 

first semester of 2018 by the Sakarya measurement and evaluation center. To this end, the test 

questions were examined by three specialists with expertise in different fields in terms of 

structure, content, and taxonomic values, and the obtained results were evaluated. The study is 

considered to be important in terms of revealing the structural features of province-wide 

common examinations and providing suggestions for implementation in line with the opinions 

of the specialists. On the other hand, it is important in terms of bringing a critical perspective 

to the exams and revealing the points that should be considered in the exams held in all 

measurement and evaluation centers throughout the country through the Sakarya Sample. 

2. METHOD 
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This study examined the questions included in the province-wide “Turkish Common Exam” for 

sixth graders held in the first semester of 2018 by the Sakarya Provincial Directorate of National 

Education- Testing and Assessment Services Unit. The test questions were then rated by raters 

with expertise in different fields according to the criteria set by the researchers. Hence, the study 

employed the descriptive survey model (Karasar, 1998).  

2.1. Study Group  

The study group consists of a team of three raters (a Turkish Education Specialist, a Program 

Development Specialist, and a Measurement and Evaluation Specialist). Researchers came 

together to deal with the questions structurally. Then, they determined the structural criteria that 

should be included in a question in the context of curriculum development dimensions, 

assessment and evaluation dimensions and Turkish education program objectives in the light of 

the relevant literature. As a result of the decision of the researchers and the relevant literature 

review, 20 criteria have emerged. Each question addressed in the context of these 20 criteria 

was evaluated separately by the researchers. The researchers independently examined the 20 

test questions included in the common exam using the 20-criteria assessment form developed 

by the researchers.  

2.2. Data Collection Tools 

In the research, firstly, literature review was conducted on the stages of test development and a 

list of criteria obtained from the related sources (Downing, 2006; Garden & Orpwood, 1996; 

Lane et al., 2015; Ozcelik, 2009; Webb, 2007) was developed. The list was examined by the 

specialists, who added additional criteria suitable for the purpose of the study, and a form for 

assessing test questions was finally created. The form was then examined by the testing and 

assessment specialist in terms of its scope and by a grammar specialist in terms of grammar. 

The form was edited and finalized according to the opinions of the specialists. 

As a result of examinations and editions in terms of scope and grammar, a form consisting of 

20 items was obtained. The first part of the form consists of 2 items (to find out whether the 

test questions are positively or negatively worded and to what step in Revised Bloom’s 

Taxonomy the test questions correspond), aiming to describe the descriptive features of the test 

question. The second part contains 18 3-point Likert type items. Rating in the second part is as 

follows: 1= no, 2=partially, and 3=yes.The data collection tool used in the study is included in 

the appendix. 

2.3. Data Analysis 

The data obtained from the assessment of the questions were analyzed using the Many-Facet 

Rasch Model (MFRM). MFRM has a conceptual framework similar to regression analysis 

(Eckes, 2011), and with this analysis method, groups, raters, and items are categorized in a 

reliable manner (Basturk, 2009). In this model, when estimating an individual’s ability or levels 

of items, other variables that may affect the results are taken into account; thus, more objective 

results are obtained (Stenner, 1990). 

In the present study, three raters examined and rated the 20 multiple choise questions included 

in the common exam using an assessment form developed by the researchers. With MFRM 

analysis, the appropriateness of the questions, the consistency of the raters in rating, and the 

reliability of the examination criteria were tried to be determined. The study contained three 

facets: raters, tasks (items), and criteria. Mathematical formula for MFRM which is used for 

the study is: 

ln[Pnijk / Pnijk-1] = Ej (Bn – Di – Cj – Fk)                                         (1) 

In Equation (1); 
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Pnijk; probability of all items being awarded, 

Ej : a slope for the item characteristic curve associated with rater j. 

Bn : the items trait level,  

Di : difficulty level of the item,  

Cj : raters attitude:  

Fk : difficulty of observing k’th category (Myford & Wolfe, 2004) 

MFRM analyses were performed using the FACETS computer program developed by Linacre 

(2007). 

3. RESULT / FINDINGS  

Test questions were first examined in terms of expressing the item root as positive or negative 

form. Table 1 presents the findings. 

Table 1. Whether the test questions are positively or negatively worded. 

Question 

No 

Positive / 

Negative 

Question 

No 

Positive / 

Negative 

Question 

No 

Positive / 

Negative 

Question 

No 

Positive/

Negative 

1 Negative 6 Positive 11 Positive 16 Positive 

2 Positive 7 Positive 12 Positive 17 Positive 

3 Negative 8 Positive 13 Positive 18 Positive 

4 Positive 9 Positive 14 Positive 19 Positive 

5 Negative 10 Negative 15 Positive 20 Positive 

 

As can be inferred from Table 1, of the 20 questions included in the common exam, 4 are 

negatively while 16 are positively worded questions. Among the many suggestions given to 

question authors to write multiple choice questions, the most common one is to avoid negatively 

worded questions (Chiavaroli, 2017). In terms of frequency of citation, one review of 

educational textbooks noted that 31 of the 35 authors specifically advise against negatively-

worded multiple choise questions (Haladyna & Downing, 1989a, 1989b) When we look at the 

studies in the literature, the main reason for avoiding negative questions is the lowering of the 

validity of the test (Haladyna & Downing, 1989b; Case & Swanson, 2002). Researchers point 

to an increased risk of emerging associated technical defects, such as heterogeneous options or 

low cognitive levels that are seen to be encouraged by negatively worded questions (Chiavaroli, 

2017). For this reason, it is desirable to write multiple-choice items as positive questions. In 

this context, negatively worded questions were examined. It was realized that these questions 

could also have been written as positively worded. For example, the first question (Which of 

the following statements cannot be inferred from the graph?) seeks to measure students’ ability 

to read graphs. This question, which covers the learning objective of “interprets the information 

presented in graphs, tables, and charts”, could, in fact, be asked as a positively worded question. 

The test questions were also examined in terms of cognitive steps. For this, the raters examined 

the questions and decided to what step in Revised Bloom’s Taxonomy the questions 

correspond. Table 2 presents the findings. 

Table 2. Distribution of the Test Questions by the Revised Bloom's Taxonomy. 

 Remembering Understanding Applying Analyzing Evaluating Creating 

Items 4-8-18-19-20 1-2-5-6-7-9-11-

12-13-15-16-17 

        -       3-10          14          - 
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As can be inferred from Table 2, of the 20 questions included in the common exam, 5 

correspond to “Remembering” step, 12 correspond to “Understanding” step, 2 correspond to 

“Analyzing” step, and 1 corresponds to “Evaluating” step. Hence, we can conclude that 85% of 

the questions correspond to “remembering” and “understanding” steps and that there is an 

insufficient number of questions for higher-order thinking skills. 

The ratings of the raters based on the 18 criteria included in the second part of the assessment 

form were analyzed by MFRM, and the resulting variable map provided by FACETS (citation) 

software is given in Figure 1. 

Figure 1. Variable Map. 

 

The logit table in Figure 1 consists of five columns. The first column (Mease)contains the logit, 

the unit of measurement of the Rasch model. The rater, task (item), and criteria facets are 

interpreted at this unit level. The second column (Rater) contains the ratings of the raters. When 

interpreting the rater column, the rater with the highest ratings is considered the severest rater, 

while the rater with the lowest ratings is considered the most lenient rater. Accordingly, the 

severest rater was the Turkish Education Specialist (at 1.00 logit) and the most lenient raterwas 

the Program Development Specialist (at .70 logit). The third column lists the items according 

to the extent to which they meet the specified criteria. Accordingly, item 17 was the item that 

most met the criteria (at 1.05 logit), and item 5 was the item that least met the criteria (at -0.97 

logit). The fourth column lists the criteria according to the extent to which they are met. 

Accordingly, the 11th criterion (The question does not contain clues for other questions) and 
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the 12th criterion (The answer to the question is not given in other questions) were the criteria 

most met by the test questions (at 2.61 logit), whereas the 10th criterion (The question is for 

higher-order thinking skills) is the criterion least met by the test questions (at -1.72 logit).  

With the logit table, the three facets in the study are interpreted over a linear metric. In addition, 

detailed measurement reports were obtained for each facet by MFRM analysis. Table 3 presents 

the measurement results for the rater facet. 

Table 3. Measurement Results for the Rater Facet. 

Raters Measure Standard Error Infit Outfit 

R3 1.00 0.08 1.08 1.09 

R2 .94 0.08 .95 .87 

R1 .70 0.08 1.00 1.04 

Mean .88 0.08 1.01 1.00 

Standard Deviation 0.16 0.00 .07 .12 

Reliability= .75     Separation index = 1.27   Chi-square = 8.0    sd = 2           p = .02 

 

According to the measurement results given in Table 3, Rater 3 was the severest rater while 

Rater 1 was the most lenient rater, but there is no big difference between their logit values. The 

fit statistics show the degree of fit between the model and the data, and a value of 1.00 is 

considered a perfect fit (Hetherman, 2004). According to Wright and Linacre (1994), the 

acceptable range of infit and outfit values is between “0.5 and 1.5”. The fact that the values are 

in this range indicates that the raters’ ratings fit in with the model, in other words, none of the 

raters disrupted the model-data fit. Since the infit values are between 1.08 and .95 and outfit 

values between 1.09 and .87, it can be said that the model-data fit was achieved and that no 

rater disrupted the fit. Also, the raters’ reliability index was calculated as .75. The reliability 

value refers to the difference in the raters’ ratings and, like the Cronbach alpha reliability value, 

it ranges between 0 and 1 and is interpreted in a similar way. In addition, the separation index, 

which refers to the level of difference between the raters’ ratings, is 1.27. Low separation 

indices indicate that the raters’ ratings are consistent and that there is no big difference between 

the ratings. Thus, considering these two values, we can say that the severity and leniency of the 

raters were similar. The chi-square (chi-square = 8.0 p <.05) of this difference shows that the 

difference between the raters is statistically significant. When the logit table in Figure 1 is 

examined, it is seen that the least spread is among the raters. 

Table 4 presents the measurement results the task facet. As can be inferred from Table 4, item 

17 was the item that most met the criteria, in other words, it was found to be the most 

satisfactory item by the raters, whereas item 5 was the item that least met the criteria. The infit 

values of the items ranged between .63 and 1.34, and the outfit values ranged between .52 and 

1.34. This indicates that the infit and outfit values of all the items are in an acceptable range. 

The average statistical value of the infit and outfit values was found to be 1.00. Accordingly, 

the average of the fit statistics in the item measurement being equal to 1 indicates that the model-

data fit is perfect. The reliability and separation indices of the items were found to be .85 and 

2.30, respectively. These values show that the items could be adequately separated in terms of 

the criteria. 
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Table 4. Measurement Results for the Task Facet. 

Items Measure Standard Error Infit Outfit 

I17 1.05 .28 1.10 1.07 

I3 .77 .25 .97 .83 

I18 .71 .24 .85 1.30 

I19 .45 .22 .79 .65 

I9 .40 .22 .88 .67 

I15 .35 .22 .84 1.10 

I20 .30 .21 1.29 1.04 

I2 .09 .20 .92 .76 

I4 .01 .20 .94 .78 

I10 .01 .20 1.25 1.06 

I6 -.03 .20 1.34 1.22 

I11 -.03 .20 .96 .82 

I16 -.11 .19 .63 .52 

I12 -.26 .19 1.02 .93 

I8 -.29 .19 1.03 .91 

I1 -.36 .19 .94 .81 

I7 -.65 .19 1.11 1.14 

I14 -.65 .19 .95 .80 

I13 -.79 .19 1.05 .93 

I5 -.97 .19 1.20 .66 

Mean 0.00 .21 1.00 1.00 

Stn. Dev. .54 .02 018 .44 

Reliability= .85             Separation index = 2.30          Chi-square = 115.9       sd = 19      p = .00 

 

Table 5 presents the measurement results for the criterion facet. As can be inferred from Table 

5, the 11th criterion (The question does not contain clues for other questions) and the 12th 

criterion (The answer to the question is not given in other questions) were the criteria most met 

by the test questions, whereas the 10th criterion (The question is for higher-order thinking 

skills) was the criterion least met by the test questions. The infit values of the criteria ranged 

between .57 and 1.42, and the outfit values ranged between .60 and 1.35. Considering that the 

optimal range for fit statistics is between 0.5 and 1.5, all criteria contributed to a perfect model-

data fit. The reliability and separation indices of the criteria were found to be .93 and 3.64, 

respectively. Accordingly, the criteria functioned reliably to separate the items according to the 

extent to which they met the criteria. In addition, the significant chi-square value (chi-square = 

189.9, p <0.05) shows that there is a statistically significant difference between the difficulty 

levels of the criteria. 
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Table 5. Measurement Results for the Criterion Facet. 

Criteria Measure Standard Error Infit Outfit 

C11 2.61 .69 1.42 .87 

C12 2.61 .69 1.42 .87 

C14 1.02 .29 1.25 1.35 

C5 .66 .25 .94 1.07 

C16 .35 .21 .91 .81 

C1 .14 .20 .93 1.03 

C15 -.15 .18 1.25 1.19 

C2 -.21 .18 1.03 1.11 

C13 -.21 .18 1.18 1.07 

C9 -.34 .17 .86 .84 

C8 -.43 .17 1.24 1.19 

C3 -.52 .17 .98 1.03 

C4 -.57 .17 1.24 1.34 

C7 -.57 .17 .75 .73 

C18 -.63 .17 1.14 1.10 

C6 -.74 .17 .96 .92 

C17 -1.30 .17 .84 .88 

C10 -1.72 .19 .57 .60 

Mean 0.00 .25 1.09 1.00 

Stn. Dev. 1.11 .16 .32 .20 

       Reliability= .93     Separation Index = 3.64    Chi-square = 189,9   sd = 17      p = .00 

 

Table 6. Measurement Results for the Rating Scale Facet. 

Criterion 

Ratings 

Frequency % Cumulative % Average 

Measurement 

Expected 

Measurement 

Outfit 

1 226 21 21 -.04 -.11 1.3 

2 236 22 43 .30 .44 .5 

3 618 57 100 1.44 1.41 .9 

 

Table 6 presents the measurement results for the scale facet (1=no, 2=partially, 3=yes). As can 

be inferred from Table 6, of all the ratings, 21.2% are 1 (no), 22% are 2 (partially), and 57% 

are 3 (yes). Accordingly, as the ratings increased (from 1 to 3), their usage rates also increased. 

The frequency of the ratings at a value of at least 10 indicates that the ratings functioned 

adequately and have a balanced distribution (Engelhard, 1994). Accordingly, considering the 

obtained frequency, we can say that the rating data are at the desired level. The outfit values of 

the criterion rating range between .5 and 1.3, which indicates that the rating fits the model. 

4. DISCUSSION and CONCLUSION 

In this study, 20 multiple-choice questions in the 6th grade Turkish course common exam 

conducted throughout the province by the Directorate of National Education Directorate of 

Assessment and Examination Services were examined by three different field experts through 

a form consisting of 20 criteria. 

Our findings show that of the 20 questions included in the exam, 4 are negatively while 16 are 

positively worded questions. Using negative questions in a test affects the test reliability; 



Kaya-Uyanik, Demirtas-Tolaman & Gur-Erdogan

 

 660 

therefore, it is necessary to avoid negative questions. Negative expressions such as “not,” 

“except” decrease the comprehensibility of the question, increasing the probability of the 

student making mistakes due to lack of attention. In addition, it takes more time for the student 

to answer such items (McMillan, 2013). Therefore, in common exams seeking to measure 

students’ language skills, to achieve accurate measurement results and to exclude other 

variables like “attention” from the test results, it is recommended to avoid negative questions. 

It was also investigated that, the questions examined in the study correspond to which step in 

the "Revised Bloom Taxonomy". Of the 20 questions, 5 corresponded to “Remembering” step, 

12 corresponded to “Understanding” step, 2 corresponded to “Analyzing” step, and 1 

corresponded to “Evaluating” step. Accordingly, the number of questions that measure higher-

order thinking skills was lower than the number of lower-level questions. Studies in the relevant 

literature have also reported similar findings. In the study conducted by Kavruk and Cecen 

(2013), the questions in the 6th, 7th, and 8th-grade tests developed by 38 Turkish teachers were 

examined according to Bloom’s Taxonomy. As a result of the assessment, it was observed that 

most of the questions were at the level of knowledge, comprehension, and application that 

measure lower-level skills. In a similar study conducted by Cintas Yildiz (2015), the questions 

in the 5th, 6th, and 7th-grade tests were analyzed according to the Revised Bloom’s Taxonomy, 

and most of the questions were found to be at conceptual knowledge step of the knowledge 

dimension and at the understanding step of the cognitive process dimension. In addition, studies 

conducted with taxonomies other than Bloom’s Taxonomy reported similar results. Kocaarslan 

and Yamac (2018) examined reading comprehension questions in tests developed by Turkish 

teachers according to the reading comprehension taxonomy developed by Day and Park (2005) 

and stated that the questions were mainly for literal comprehension. The authors also found that 

only a few questions triggered learners’ reorganization, prediction, and personal response skills 

while none aimed to assess inference and evaluation skills. Similarly, Ates (2011) found that 

teachers most frequently employ the strategy of asking questions and that they do not ask many 

questions to trigger students’ higher-order thinking processes. This shows that teachers’ 

questioning skills remain unchanged and continue in a traditional way, even as time progresses.  

Lower-level questions that require memorization and conveying existing knowledge instead of 

generating new knowledge may be beneficial for the learning of disadvantaged children but 

does not contribute much to the development of normal and gifted children. In contrast, higher-

level questions that require students to use higher-order thinking skills contribute to normal and 

gifted students in terms of cognitive development (Gall, 1984 as cited in Topcu, 2017). 

According to Akyol et al. (2013), the success (or failure) of Turkish students at questions 

requiring higher-order thinking skills (such as critical thinking) in international tests such as 

PIRLS, PISA, and TIMSS may be related to the level of questions they encounter in the teaching 

process and written materials. Higher-order thinking requires students to go beyond simple 

recall of facts and manipulate information and ideas. When teachers ask higher-level questions, 

they may initially see that students have difficulty in answering the questions or that they give 

answers consisting of only a few words. Therefore, the teacher should model for his/her students 

how to give a higher-level answer. Though it may take some time to train students to give 

higher-level answers, it will definitely produce positive outcomes (Peterson & Taylor, 2012). 

In fact, the Turkish Course Curriculum (Republic of Turkey Ministry of National Education, 

2019) underlines the importance of developing tests and exams that contain various types of 

items that trigger students’ higher-order thinking processes such as making inferences, critical 

thinking, analysis, visual reading, reasoning, and spatial skills.  

The 18 criteria in the assessment form were analyzed by MFRM. The study contained three 

facets: raters, items, and criteria. There were no differences among the raters (a Turkish 

Education Specialist, a Program Development Specialist, and a Testing and Assessment 
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Specialist) in terms of severity and leniency: all the raters were in agreement. Commissions to 

develop common exams to be conducted through the central examination system should include 

specialists in different fields: a specialist in the lesson content, a program development 

specialist, and a testing and assessment specialist. The common exam assessed in this study 

was developed by a commission of Turkish teachers working in the Sakarya Provincial 

Directorate of National Education- Testing and Assessment Services Unit. The commission 

does not include a program development specialist or a testing and assessment specialist. 

However, the commissions to develop such province-wide common exams that will affect many 

students should include specialists with expertise in different fields. In addition, in-service 

training on testing and assessment approaches and tools and developing new types of questions 

should be given to the teachers in such commissions. As a matter of fact, Maden (2011) stated 

that Turkish teachers found complex the testing and assessment tools and methods in the 2006 

Turkish Course Curriculum, and Erdogan (2017) stated that teachers do not make enough effort 

to improve their questioning skills. As a result, rather than creating their own questions or tasks 

to use in tests, teachers use readily available questions included in printed or online resources. 

In fact, we realized that some of the test questions included in the common exam were taken 

from other resources. 

Considering all the criteria in the assessment form used in the study, of the 20 items, only 8 are 

in the range of 0 and 1 logit, 2 are at 0 logit, and 10 at a negative logit. This indicates that the 

questions failed to meet the criteria sufficiently. Also, it was observed that the criteria 

measuring the structural features of the questions were met while the criteria measuring the 

quality and comprehensibility of the questions were not met. This shows that though the exam 

development commission paid attention to the structural features of the test questions, they 

failed to attach sufficient importance to the quality of test questions. In other words, they took 

care to include multiple-choice items that seek to measure the learning objectives specified in 

the curriculum but failed to meet the criteria set for the quality of test questions. 

Furthermore, the exam failed to measure the four basic language skills in the mother tongue: 

though the exam contained questions measuring students’ grammatical knowledge and reading 

comprehension skills, there were no questions to assess students’ listening, speaking, or writing 

skills. Turkish classes are aimed at helping students develop all four basic language skills. For 

this reason, and in order to develop tests measuring students’ four basic language skills, the 

“Turkish Language Test for Four Skills” developed by Republic of Turkey Ministry of National 

Education (2020) should be examined thoroughly by teachers. 

Overall, the study concludes that the questions included in the common exam was appropriate 

for the learning objectives specified in the Turkish Course Curriculum (Republic of Turkey 

Ministry of National Education, 2019) but failed to address higher-order thinking skills. 

Therefore, we recommend that exam development commissions to develop province-wide 

common exams that will affect many students should include specialists with expertise in 

different fields. 

In this study, an exam for the Turkish course prepared and administered by the Sakarya 

Provincial Directorate of National Education- Measurement and Evaluation Center- is 

examined. In the future researches, it is recommended to examine the exams held in different 

provinces for both Turkish and different courses, compare the results obtained and thus 

determine the situation across the country. 
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