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Abstract

In the study, the concept of innovation, which is an important phenomenon in the process of economic
growth and development, has been analyzed. This study aims to reveal the relationship between
innovation, which is an important factor in economic development and growth, and research and
development expenditures. In the study, an econometric model was established in order to determine
the effect of research and development expenditures on innovation. In this model, the number of
domestic patent applications was taken to represent innovation as the dependent variable. As
independent variables; R&D expenditures and gross capital data were used. Panel data analysis was
conducted for the sample of 35 countries, covering the period 2000-2019. The country sample was
formed from among the top 49 countries whose data is available in the 2022 global innovation index
ranking.

In the analysis, it has been concluded that R&D expenditures have a significant positive effect on
innovation. The gross capital variable, on the other hand, negatively affects the patent variable, which
represents innovation. In the study, it was concluded that R&D expenditures have a significant positive
effect on innovation. In order to increase innovation, countries should first allocate more resources to
research and development activities.

Keywords: Innovation, R&D, Panel Data Analysis
Ar-Ge Harcamalari-inovasyon iliskisi: Secilmis Ulkeler icin Panel Veri Analizi
Oz

Calismada ekonomik biiyiime ve kalkinma siirecinde 6nemli bir olgu olan inovasyon kavrami analiz
edilmigtir. Bu ¢aligma, giiniimiizde ekonomik kalkinma ve biiylimede olduk¢a 6nem kazanan bir faktor
olan inovasyon ile arastirma gelistirme harcamalarmin arasindaki iliskiyi ortaya koymay1
amaglamaktadir. Calismada arastirma gelistirme harcamalarinin inovasyon iizerindeki etkisini
belirleyebilmek amaciyla ekonometrik bir model olusturulmustur. Bu modelde bagimli degisken olarak
yerli patent bagvuru sayilart inovasyonu temsil etmek i¢in kullanilmistir. Bagimsiz degiskenler olarak
ise; Ar-Ge harcamalar1 ve briit sermaye verileri kullanilmistir. 35 tlke 6rneklemi i¢in 2000-2019
donemini iceren panel veri analizi yapilmistir. Ulke 6rneklemi, 2022 kiiresel inovasyon endeksi
siralamasinda verilerine erisilebilmesi miimkiin olan ilk 49 iilke arasindan olusturulmustur.

Analizde Ar-Ge harcamalarinin inovasyonu &nemli Olgiide pozitif yonde etkiledigi sonucuna
ulasilmistir. Briit sermaye degiskeni ise inovasyonu temsil eden patent degiskenini negatif yonde
etkilemektedir. Calismada inovasyon {izerinde Ar-Ge harcamalarinin pozitif yonde dnemli bir etkisinin
oldugu neticesine varilmistir. Inovasyonu arttirmak icin iilkeler 6ncelikli olarak arastirma gelistirme
faaliyetlerine daha fazla kaynak ayirmalidirlar.
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Introduction

Today, innovation has an important place in economic development and growth. The
importance of obtaining, disseminating, and applying knowledge significantly impacts
economic development. Knowledge accumulation is seen as the driving force behind economic
development and growth. Both developed and developing countries have to improve their
innovation levels and adopt sensible innovation policies to maintain economic growth and
development and rise competitiveness. Countries notice the driving force of economic growth
and development of innovation develop, implement policies that support innovation in this
framework. Today, R&D activities are becoming more critical and seen as a policy element. In
addition, R&D activities are necessary for innovations to emerge.

Governments should support research and development. Businesses’ use of new
technology products should be encouraged by methods such as tax deductions (Sahin, 2012).
Furthermore, European policymakers should devote more resources to R&D and industrial
robot production if they do not want to lose their export position and reduce people’s welfare
in the coming years (Sahin & Kutluay Sahin, 2020).

The study aims to analyze the impact of R&D spendings and gross capital on innovation
and develop policy recommendations in the direction. For this purpose, firstly, the theoretical
background related to innovation is included in the study, and afterward, empirical studies in
the literature are examined. Finally, after reviewing academic information and empirical
literature analyses, an econometric model was set to determine the factors affecting this creation
and performed panel data analysis. This study analyzes the factors that determine innovation
for 2000-2019 within 35 country samples. For this purpose, the number of domestic patent
applications is a dependent variable; R&D expenditures and gross capital formation were taken
as independent variables, and an econometric model was established. In this context, the
working differs from previous workings in the literature in terms of sample size, explanatory

variables, and the time interval it covers.

1. Literature Review
1.1. Theoretical Literature Review
The concept of innovation was widely used from the 16th century to the 19th century.
However, Joseph Schumpeter was the first to use innovation in the modern sense of valuable
and creative change (Morck & Yeung, 2001). Schumpeter (1939) defines innovation as the
emergence of a new production function and accepts the production function as the change in

1034



the output amount caused by the difference in the factors of production. However, for
innovation to be made, a change in the structure of the production function must occur instead
of a change in aspects. For example, this may be with the emergence of recent goods or with
this realization of changes such as a unique organizational situation in a merger or opening new
markets. Therefore, innovation refers to new combination levels or new combinations of
production factors.

Schumpeter defined the concept of innovation as “creative destruction” in 1942. The
creative destruction process begins when innovative firms bring new products and technologies
to the economy; it results in the extinction of existing companies due to their inability to adapt
to the unique situation. Schumpeter mainly examined the effects of innovation on firms. It can
take a long time to understand whether an innovation is disruptive or not (Schumpeter, 1942).
Schumpeter (1942), the concept of innovation as follows:

e To create a new product or a higher quality product,

e Developing a new production method,

e Finding new markets for the product,

e Using a new search or raw material,

e Establishing a new industrialization system.

According to Schumpeter, a product that will enter the market goes through three phases:
Invention, innovation, and diffusion. Sometimes the first two or all three processes together are
defined as the innovation process. These phases are (Oguztiirk, 2003):

1. Invention; is carried out by scientists and is the process of discovering a new technical
discipline.

2. Innovation; is the process of commercializing an invention and is carried out by the
entrepreneur.

3. Diffusion; the spread of innovation in commercial use.

One of the most widely accepted definitions of innovation is the definition made by the
Organization for Economic Cooperation and Development (OECD) and the Statistical Office
of the European Union (Eurostat). The innovation concept is defined by OECD-Eurostat (2005)
as the acquisition of recent or advanced goods or stage, new organizational method, or new
marketing method in external relations, workplace organizations, or internal applications.
Different classifications are made in the category of innovation types in the literature. The study
of OECD and Eurostat (2005) is critical in evaluating the concept of innovation. OECD makes
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classification based on private sector and firm. Innovations; are classified according to their
fields as marketing, process, product, and organizational innovation (OECD & Eurostat, 2005).

Classical economists stated that with factors such as division of labor and technological
development, productivity would increase and affect economic growth, but they considered
technological development external. In neoclassical theory, technological change is divided
into two as included and not included, according to whether technology is included in the factors
of production. If a technological change occurs due to new aspects of production such as unused
machinery new skilled labor, it is contained in technological development. If productivity
increases over time, given the existing production and input level factors, this is also an
uncontained technological change. Solow’s growth model shows that long-run per capita
growth results from technological change. The source of technological change is determined
by non-model factors and is external. Although the neoclassical growth theory is insufficient to
explain the source of technology, it has drawn attention to the fact that the only source of
growth, in the long run, is technological development. Therefore it is emphasized that it is
essential to focus on the development of technology (Turanli & Saridogan, 2010).

Solow (1956) cited technological development as the primary source of economic growth.
Solow (1957) is essential in that it is the first study in which technological development is
included in the modeling process in the Neo-classical approach. With this study, Solow could
not go beyond certain assumptions and internalize the technological development, but it guided
the investigations that followed. Solow (1957) examined the changes in per capita output by
adding technical change to the model, unlike previous studies. According to Solow, a shift in
the short-run production function indicates technological change. In addition, accelerations,
decelerations, improvements, and all similar changes in workforce training are defined as
technical changes. While any movement on the production function shows that there is no
technological change, the shift of the production function as a whole denotes that there is a
technical change.

Solow (1957) added the technical change for the US economy, including the period 1909-
1949, to the model as a function of time. In the model, analysis was made using the assumptions
that the return to scale is constant, technical change is neutral, and the marginal products
determine the rate of use of the factors of production. As a result of the analysis, it was found
that approximately 87% of the growth rate in the USA was due to technological change, not the
increase in capital and labor goods. In other words, it is claimed that one-eighth of the said

increase is due to the change in capital, while seven-eighths of it is expected to technological
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change. In addition, it was found that the production function shifted upwards on average 1.5
units per year, which means an average of 1.5% growth per year in that period.

Joseph A. Schumpeter made the first systematic and detailed analysis of innovation and
development. According to Schumpeter (1939), the process that begins with all the effects of
the invention and the responses given by the economic system is called economic evolution.
Therefore, innovation emerges when the operating structure of production is diversified, not
the number of production factors. Hence, Schumpeter expressed creation as a new production
function. This includes finding a new organizational structure or new markets and creating a

new product in addition to similar situations.

1.2. Empirical Literature Review

According to the literature, the work done by Jaffe in 1989 is the first work on
innovation. However, this study aims to reveal the university-private sector relationship. Jaffe
(1989) used eight years of data, namely 1972-1977, 1979, and 1981, to study the US economy.
It has been researched how university research and private sector R&D investments affect the
innovation process by dividing the sectors into sub-sectors as pharmaceuticals, chemistry, and
electricity. In the working, it was found that there is a favorable relation between university
research with innovation. While this relationship is statistically stronger on innovations in the
pharmaceutical industry, this effect is weaker in the electricity and chemical industries
compared to the pharmaceutical industry. According to the analysis consequences, the rise in
university research leads to an rise in sectoral research and development investments, thus
increasing innovation production.

Studies on the determinants of innovation were mainly carried out after 2000. Porter
and Stern (2000) took the number of patents as the explained variable to represent innovation.
Explanatory variables are regional patent stock, the number of scientists and engineers working
full-time, patent stock, exports, population, patent stock per capita, GDP, imports, world patent
stock, workforce, capital, and total factor productivity. They analyzed 17 OECD member
countries in the 1973-1993 period with the panel data method. As a result of the analysis, they
found that innovation was positively related to human capital and national knowledge stock in
the R&D sector. In addition, they concluded that innovation is negatively related to foreign
information sources (exports, imports).

Popp (2001) took the number of patents as the disclosed variable representing
innovation. Public research and development expenditures, information stock, and energy

prices were used as explanatory variables and analyzed with the simple double logarithmic
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regression econometric method. As a result of the study, it was concluded that both energy
prices and the quality of available information have strong and significant positive effects on
innovation.

Furman, Porter, and Stern (2002) contributed to the empirical identification of
explainers of innovation. First, they developed the concept of national innovation capacity to
measure innovation. The strength of the infrastructure required for creation and the power of
the relationship between the general innovation infrastructure formed in industrial clusters in
countries and specific groups constitute the basis of this concept. Starting from this, they
conducted empirical research on the country-level determinants of international patents.
Accordingly, variables such as research and development workforce and expenditures,
intellectual property rights, being open to global trade, and this proportion of search conducted
by academic institutions with paid for by the private sector characterize this production function
for international patents. In addition, the study states that patent efficiency is based on the
knowledge stock of all countries. They also observed convergence of innovation capacity in
OECD countries.

Zachariades (2003) used the data of the 1963-1988 period in the US manufacturing
industry and the patent numbers as the explained variable within the scope of Schumpeterian
endogenous growth theories; research and development intensity, output growth rate per
employee, and productivity growth rate were taken as independent variables and used panel
data analysis method. The equations established to estimate a system of three equations implied
by the R&D-driven growth model relate R&D intensity to patenting, patenting to technological
progress, and technological progress to economic growth. As a result of the study, it was found
that R&D intensity positively affects patent rates and the patent rate has a positive effect on
technological development. In addition, in the study that associates technological development
with economic growth, it was concluded that there is a positive relationship between
technological development and economic growth rate.

Jaumotte and Pain (2005), in the study examining the relation between patents with
research and development expenditures, took the amount of patents as this explained
changeable with the previous values of patent data, private-sector research and development
costs, public sector research and development expenditures, the age range of 25-64, population
data are used as explanatory variables. In addition, they made a regression analysis for 19
OECD countries with the data of the years 1986-2000. As a consequence of the working, a
positive relation was determined between population with R&D spendings and patents.

Furthermore, it was concluded that private-sector research and development expenditures were
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more effective on innovation than public sector research and development expenditures. The
main reason public sector R&D expenditures have less impact on innovation than private-sector
R&D expenditures is that the public sector does not have commercial concerns. However, the
effect of public sector research and development expenditure on patents may differ from
country to country according to the qualifications of the country’s public research institutions.

Hu and Mathews (2005) conducted a regression analysis by taking the examples of East
Asian countries with the 1975-2000 period annual data on the determinants of national
innovation capacity. While patent numbers are used as the variable explained in the analysis,
as explanatory variables; R&D expenditures, GDP per capita, intellectual property rights,
frequency of antitrust policies, population, percentage of privately funded R&D, the total
number of scientists and engineers employed, capital, market ratio, international investments
and trade openness, the strength of the venture capital market, the workforce, the proportion of
higher education expenditures to GDP, specialization and the number of publications of
academic journals were used. As a result of the study, it was found that intellectual property
rights protection had negative effects on innovation. In addition, it has been concluded that
R&D expenditures made by the private sector, human capital employed in R&D and industrial
specialization are positively related to innovation.

Schneider (2005) used the number of patents as the explained variable to determine the
factors affecting innovation. Electricity production, human capital stock, patent protection
index, import rate of high-tech goods from improved countries, FDI, research and development
expenditures, and GDP variables were explanatory variables. In addition, panel data analysis
was performed. In this analysis covering the period, 1970-1990 for the examples of 19
developed countries and 28 developing countries, improved countries and emergent countries
were modeled separately, and it was possible to compare the factors determining innovation
between the two country groups. In the analysis findings, market size, research and
development, infrastructure variables, human capital stock, and high technology imports
positively affect innovation in both improved countries and emergent countries; however, this
power of influencing varies in-country groups. While human capital stock, R&D expenditures,
and high technology imports are the main factors affecting innovation in developed countries,
it has been found that infrastructure variables and market size are the main variables affecting
innovation in developing countries. In addition, while the variables of intellectual property
rights and foreign direct investments positively affect innovation in developed countries, the
variable of intellectual property rights has negatively affected innovation in developing
countries, and the variable of foreign direct investments has been statistically insignificant.
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Lebel (2008) created the innovation index as the dependent variable representing
innovation. The study covers 103 countries from different geographical regions between 1980-
2005. The study aims to determine the effects of public policies on innovation. The independent
variables in the model are the ratio of national savings to GDP, the proportion of foreign direct
investments to GDP, the balance of exports and imports to GDP, scientific publications per
capita, real interest rate, corruption index, and political, financial, economic and environmental
country risk index. In the working, panel data analysis was applied to estimate this model. This
innovation index reflecting the average impact of R&D and patents has been developed in the
study due to reasons such as the number of patents and the low rate of monitoring of R&D
spending, especially in developing countries, the inaccessibility of the required amount of
information on patents, and the delayed effect of patents. In the study scientific publications
were used to represent R&D and net royalties (copyright payments) to represent patents. In
analysis, it has been concluded that the level of commercial dependence and the national
savings rate is effective determinants of innovation.

Mercan et al. (2011) analyzed the relationship between patent acceptance as an
innovation indicator, entrepreneur rates, number of researchers, and R&D activities. The panel
data analysis method was used in the test. As a consequence of the test, the t-statistic of the
entrepreneurship variable is meaningless, indicating that entrepreneurship does not affect
innovation. Research and development expenditures made by the private sector and higher
education positively affect the number of patents. In contrast, the direction of the relationship
between research and development expenditures made by the public sector and the number of
patents is negative. While the number of researchers working in the public sector and higher
education positively affects the patents, the number of private sector researchers affects
negatively. This has shown that the efficiency of innovation activities in the private sector can
be expressed by the ratio allocated to R&D more than the number of working researchers.

Giiloglu and Tekin (2012) analyzed the relation between R&D spending, innovation,
and economic growth using GMM and panel VAR methods from 1991 to 2007 in high-income
OECD countries. In analysis, it has been concluded that R&D investments cause technological
change. In addition, it has been determined that technological change also increases economic
growth.

2. Data
Data of 35 countries (Austria, Australia, Belgium, Bulgaria, Canada, Croatia, Czechia,
Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Iceland, India, Israel, Japan,
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Korea Rep., Latvia, Lithuania, Luxembourg, Netherlands, New Zealand, Norway, Poland,
Portugal, Romania, Slovakia, Spain, Sweden, Switzerland, Turkey, UK, USA) were used in the
analysis. The data are chosen from the first 49 countries whose data can be accessed in the 2022
global innovation index ranking.

The study aims to analyze the impacts of R&D spendings and gross capital on
innovation. In the working, data covers this period from 2000 to 2019. Therefore, annual data
were used in the working. In addition, patent applications, research and development
expenditure, and gross fixed capital formation data were taken from the World Development

Indicators.

3. Methodology

The panel data method can be described as gathering cross-sectional investigations such
as firms, states, and households within a specific period. The panel data analysis method is
frequently used in innovation, a convergence of growth, purchasing power parity, and
international R&D diffusion by using countries’ data mutually (Baltagi, 2005; Hsiao, 2003).

The panel data analysis method in innovation analysis is used more, especially in
developing countries, because statistical data do not date back long (Hsiao, 2003). Thus, this
method becomes useful as it can solve the problems of data shortage, a large number of country
samples, and total time intervals (Baltagi, 2005).

There are two types of panel data analysis, unbalanced and balanced. In balanced
analysis, the data should include a time series of equal length in all sections, while in unbalanced
panel data, the length of the time series should vary in all sections (Uncu, 2009). In addition,
panel data regression can be estimated based on slope coefficient, constant coefficient, and error
term assumptions (Gujarati, 2006).

Panel data models are divided into random effects and fixed effects models. If the units
are chosen randomly, the random effects model is used. In the random effects model, since the
units are chosen randomly, the differences between the units are also random. In addition, the
degree of freedom problem seen in the fixed effects model does not occur in this model. The
sample panel data model is as follows (Baldemir & Keskiner, 2004):

Yi=Puit + Bait Xait + Pait Xait + €it (1)

i=12,...,nvet=12,....,n

Biit=P1 Poit=P2 Psit=P3
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In this model, the only variable that changes is the constant parameter. This difference in the
constant term is relative to the cross section. When both time and cross-section are evaluated,
the model is as follows:
Yi = xaBaj + Xnps +e (2)

The random effects model is the result of the sampling process and this process works as follows
(Gujarati, 2006):

Yit = Pai + B2Xait + B3Xasit + Uit (3)
If we add B1i to the model as a random variable, not a constant it can be modeled as B1i = P1tei
i:1,2,...,N

Yie= B1 + P2Xait + P3Xsit + &it + Uit 4)

Yie= B1 + BaXait + PaXsit + wit (5)
In this equation wit = &it + Uit
uit, due to the union of the cross section and the time series is the specific error term that occurs.
&it, 1S the cross-section-specific error component. wit, IS an error component consisting of two
components.

Panel unit root tests are divided into first and second-generation tests. First generation
panel unit root tests are based on the assumption that there is no correlation between units. On
the other hand, the main feature of the second generation panel unit root tests is that they are
based on the assumption that there is a correlation between the series belonging to the units
(Yerdelen Tatoglu, 2012).

Panel data unit root tests are divided into first and second-generation tests. Before the
panel unit root test is performed, whether there is a relationship between the horizontal sections
that make up the panel should be checked. While there is no relationship between cross-section
units in the first generation tests, it is assumed that they are related to each other in the second
generation tests (Bektas, 2017).

First-generation panel unit root tests assume no cross-sectional dependence in cross-
section units. However, since countries are related to each other, the assumption that there is a
cross-section dependency between cross-sectional units and those other countries are affected
at different levels by a shock in one country is seen as a more rational approach. Therefore,
second-generation panel unit root tests have been developed considering cross-sectional
dependence between cross-sectional units (Mercan, 2014).

Pesaran panel unit root test, one of the second generation panel unit root tests, suggested
a simple method to eliminate the correlation between units. The extended version of the ADF

regression with delayed cross-sectional means is used, and the first difference of this regression
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eliminates the correlation between units. This is also called CADF (Yerdelen Tatoglu, 2012).
Westerlund panel cointegration tests were conducted to investigate whether there is a long-term
relationship between the variables.

Westerlund (2007) proposed four-panel cointegration tests based on an error correction
model to test cointegration’s existence while working with panel data. The basis of these tests
is to test the existence of cointegration by deciding whether each unit has its error correction.
Features of Westerlund panel cointegration tests are as follows:

- It is based on four statistics. These tests are pretty flexible. It allows heterogeneity in
the error correction model’s short and long-run parameters.

- It allows unbalanced panel with unequal series lengths in units.

- If there is a possibility of inter-unit correlation, the resistant critical values can be
obtained due to self-inference.

After determining a long-term relationship between the variables as a result of the panel
cointegration test, the Panel Dynamic Least Squares (DOLS) estimation method was used to
estimate the long-term parameters.

The DOLS method is a parametric approach that eliminates the autocorrelation problem
by adding delayed first differences to the model (Breitung, 2005). DOLS method provides solid
and consistent estimations when there is endogeneity and autocorrelation in the independent
variables (Esteve & Requena, 2006).

Within the framework of the variables used in the study, the DOLS model is as follows:

A B
Pit = ojt+ BL InRjr + f2 InCyjp + ¥ B17 ARy -1+ 2 B2 ACit-1+¢&¢r  (6)

P: Patent applications R: Research and development C: Gross capital formation

4. Empirical Results

In the study, panel data analysis covers the period of 2000-2019. The dependent variable
fp in the study represents innovation. The independent variable fr represents R&D expenditures,
and fc represents gross capital formation.

In this study, the panel data method was used. In the first stage, the cross-section
dependency test was conducted. Then, since dependency was detected between cross-sections,
the second generation panel unit root test and the Westerlund cointegration test have been
applied. Finally, the DOLS estimator was used in the study.
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Table 1: Cross-section Dependency Test

Tests Statistic P-value
LM 1096 0.0000
LM adj 28.88 0.0000
LM CD 7.755 0.0000

Reference: Own calculations, using Stata.

Cross-section independence can not accepted. In other words, there is a cross-section

dependency because p-values are lower than the critical value (0,05) (Table 1). For this reason,

a second-generation unit root test was applied to determine stability.

Table 2: Pesaran Second Generation Unit Root Test

Variables CIPS %10 %5 %1
InP -1.984 -2.03 -2.11 -2.25
AP -4.351 -2.03 -2.11 -2.25
InR -2.141 -2.03 -2.11 -2.25
AR -3.492 -2.03 -2.11 -2.25
InC -1.858 -2.03 -2.11 -2.25
AC -3.226 -2.03 -2.11 -2.25

A: The first difference

Reference: Own calculations, using Stata.

The Pesaran second-generation unit root test was applied to determine the stability of
the variables, and AP, AR, AC are stable in the CIPS test (Table 2).

In addition, the long-run relationship between variables has been investigated.

Westerlund ECM Cointegration estimated the existence of a long-run relationship between the

variables.
Table 3: Westerlund Cointegration Test Results
InP-InR InP-InC
Statistic Value z-value  p-value Statistic Value z-value  p-value
Gt -2.644 -5.666 0.000 Gt -2.151 -2.381 0.009
Ga -9.617 -2.637 0.004 Ga -7.989 -0.860 0.195
Pt -6.276 2.416 0992 Pt -13.407 -4.623 0.000
Pa -3.275 1.394 0918 Pa -8.165 -4.911 0.000

Reference: Own calculations, using Stata.
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According to the Westerlund cointegration test, it has been determined that there is a
long-term relationship between the variables (Table 3).
Table 4: DOLS Results

AP Coef. Std. Err. z P>|¢] [95% Conf. Interval]
AR 0.5352134  0.10789 4.96 0.000  0.3237406 0.7466861
AC -0.389360  0.09187 -4.24 0.000 -0.5694245 -0.2092964
Prob >chi2  0.0000 Wald 32.18

value

Reference: Own calculations, using Stata.

Prob > chi2 indicates the significance of the model. If, prob > chi2 value < 0.05, the
model is significant. The wald value expresses the significance of the variables in the model. If
the wald value is > 2, it is understood that the variables should be included in the model.
According to the estimation results, a one-unit increase in R&D expenditures increases the
number of patents by 0.53 units in the long run. Furthermore, a one-unit increase in gross capital
reduces the number of patents by 0.38 units in the long run (Table 4).

This result coincides with Romer’s (1990) theory, which argues that the importance of
R&D in the innovation process and the positive externalities that occur are due to investments
in the R&D sector. According to Romer, economic growth results from technological changes

brought about by investors who want to maximize their profits.

5. Conclusion

The phenomenon of innovation has become an essential factor in economic growth and
development. This study has been analyzed how and to what extent R&D and gross capital
factors affect innovation. Today, R&D activities are becoming more critical and seenas a policy
element. In addition, R&D activities are necessary for innovations to emerge. Since R&D is an
essential input in innovation production, it is included in the model as an independent variable.
The gross capital formation was included in the study to measure the effect of total investment
expenditures on innovation as a variable representing fixed capital stock. The coefficients of
the long-term cointegration relationship between the variables were investigated with the DOLS
method.

According to the analysis results, R&D expenditures have a significant and positive
effect on innovation. This result supports the results of the studies of Jaumotte and Pain (2005),
Schneider (2005) and Giiloglu and Tekin (2012) which indicate that there is a positive
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relationship between research and development expenditures and patents in the literature. And
also this result coincides with Romer’s theory, which argues that the importance of R&D in the
innovation process and the positive externalities are due to investments in the R&D sector.
According to Romer, economic growth results from technological changes brought about by
investors who want to maximize their profits.

In the study, it was concluded that the most influential factor on innovation is R&D
expenditures. To increase innovation, countries should first allocate more resources to R&D
activities in this context. Governments should make long-term R&D investments to maintain
their growth performance. In the long term, the public and private sectors should attach
importance to R&D investments to sustain their existence in the globalizing world. With the
increase of R&D and thus innovation, new companies that can produce high technology
emerge. In addition, the rise in R&D activities increases the technology export rate and reduces
foreign dependency. Innovation should be created in areas with high added value. Thus,
countries will gain global competitiveness, ensuring sustainable economic growth in the long

run.
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Genisletilmis Ozet

Inovasyon, giiniimiizde ekonomik gelisme ve biiyiimede dnemli bir konuma sahiptir.
Hem gelismis hem de gelismekte olan tilkeler, ekonomik biiylime ve gelismeyi siirdiirebilmek
ve rekabet edebilirligi artirmak igin inovasyona énem vermelidirler. Inovasyonun gelismesinin
itici giliciiniin farkinda olan {ilkeler, bu cer¢evede inovasyonu destekleyen politikalar
gelistirmekte ve uygulamaktadir. Inovasyonlarin ortaya ¢ikmasi i¢in gerekli olan arastirma
gelistirme faaliyetleri, giinimiizde daha da 6nemli hale gelmekte ve bir politika 6gesi olarak
goriilmektedir.

Inovasyon kavramui 16. yiizyildan 19. yiizyila kadar yaygin olarak kullanilmasimna
ragmen, inovasyonun yaratici ve yararli degisim anlamini ifade eden modern kullanimi ilk defa
Schumpeter tarafindan yapilmistir (Morck & Yeung, 2001). 1939 yilinda Schumpeter
tarafindan inovasyon, yeni iiretim fonksiyonunun meydana gelmesi seklinde tanimlamaktadir.
Ayrica tretim fonksiyonu bu iretim faktorlerindeki farklilagmanin ¢iktt miktarinda
olusturacag degisme seklinde kabul edilmektedir. inovasyon kabul edilebilmesi i¢in iiretim
fonksiyonunun yapisina iliskin bir degisikligin olmas1 gerekmektedir. Bu siire¢ yeni {iriin
meydana gelmesi ile de olabilir bunun yaninda birlesme bi¢iminde organizasyonel farkli bir
durum ya da farkli piyasalar agilmasi gibi degisikliklerle de meydana gelebilir. Dolayisiyla
inovasyon, iretim faktorlerindeki yeni olusum sSeviyelerini veya yeni kombinasyonlari
kastetmektedir.

Schumpeter, 1942 yilinda inovasyon olgusunu “yaratici yikim” seklinde tanimlamistir.
Yaratici yikim olarak adlandirilan siireg, yenilik¢i firmalarin yeni iiriin ve teknolojiler getirmesi
ile baglayip; var olan firmalarin yeni diizene uyum saglayamamalar1 Sebebi ile ortadan
kalkmalar1 ile neticelenmektedir. Schumpeter, genellikle inovasyonun firmalar kapsamindaki
etkileri bazinda incelemeler yapmustir. Bir inovasyon yikict mi degil mi bunu fark edebilmek
uzun bir siireg alabilmektedir. Schumpeter kavram olarak inovasyonu; yeni ya da daha yiiksek
kalitede bir {iriin yaratmak, iiretimde farkli bir yontem gelistirmek, iiriine yeni pazarlar
kesfedilmesi, yeni bir hammadde ya da ara malimi iretim siirecinde kullanmak ve
sanayilesmede yeni bir sistem kurmak seklinde tanimlamistir (Schumpeter, 1942). Inovasyon
kavraminin tanimu ile ilgili genel kabul goren tanimlardan biri OECD ve Eurostat tarafindan
yapilmustir. inovasyon; dis iliskiler, isyeri organizasyonlar1 ya da firma i¢indeki uygulamalarda
farkli veya ileri seviyede gelistirilmis olan farkli bir {irlin veya asama, yeni bir organizasyonel
method ya da farkli bir pazarlama methodunun elde edilmesi olarak ifade edilmistir (OECD ve

Eurostat, 2005: 50). Ampirik literatiir incelendiginde ise 1989 yilinda Jaffe tarafindan yapilan
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calisma ilk calisma olup; inovasyonu belirleyen faktorlere yonelik ¢alismalar agirlikli olarak
2000 yilindan sonra yapilmastir.

Bu caligma, arastirma gelistirme harcamalar1 ve briit sermayenin inovasyon tizerindeki
etkisini analiz etmeyi amaglamaktadir. Bu amagla calismada 6ncelikle inovasyon ile ilgili teorik
altyapiya yer verilmistir. Literatlirde yer alan hem teorik hem de ampirik ¢aligmalarin ardindan
calisma amaci dogrultusunda ekonometrik bir model kurulmustur. Modelde; yerli patent
bagvuru sayist bagimli degisken olup; arastirma gelistirme harcamalar1 ve briit sermaye
olusumu bagimsiz degiskenler olarak alinmigtir. Caligmada veriler 2000-2019 yillarini
kapsamaktadir ve yillik veriler kullanilmistir. Bu ¢alismada 35 {ilkenin verileri (Avusturya,
Avustralya, Belgika, Bulgaristan, Kanada, Hirvatistan, Estonya, Danimarka, Cekya, Almanya,
Fransa, Finlandiya, Izlanda, Macaristan, Yunanistan, Hindistan, Japonya, Israil, Kore
Cumbhuriyeti, Litvanya, Letonya, Yeni Zelanda, Hollanda, Liksemburg, Portekiz, Polonya,
Norveg, Romanya, Isvec, Ispanya, Slovakya, ABD, Ingiltere, isvicre, Tiirkiye) analizde
kullanilmistir. Ulke orneklemi, 2022 kiiresel inovasyon endeksi siralamasinda verilerine
erisilebilen ilk 49 iilkeden secilmistir. Bu baglamda ¢alisma, literatiirdeki 6nceki ¢alismalardan
orneklem biiyiikligl, acgiklayict degiskenler ve kapsadigi zaman araligi agisindan farklilik
gostermektedir.

Panel veri yontemi firmalar, iilkeler, haneler gibi kesitsel gozlemlerin belirli bir siire
icerisinde toplanmasi olarak tanimlanabilir. Panel veri analizi yontemi, lilke verilerinin
karsilikli olarak kullanilarak inovasyon, ekonomik biiylimenin yakinsamasi, satin alma giicii
paritesi ve uluslararasi aragtirma gelistirmenin yayilmas: g@ibi konularda sik olarak
kullanilmaktadir (Baltagi, 2005; Hsiao, 2003). Panel veriye iliskin modeller; rastsal ve sabit
etkiler modeli olarak iki gruba ayrilir. Birimler rastsal sekilde segildiler ise model olarak rastsal
etkiler kullanilmakta ve bu modelde birimler arasinda ortaya ¢ikan farkliliklar da rastsal olarak
olusmaktadir. Bunun yaninda sabit etkiler de var olan serbestlik derecesi sorunu bu modelde
olusmamaktadir (Baldemir & Keskiner, 2004).

Panel birim kok testleri birinci nesil ile ikinci nesil testler seklinde iki grupta
smiflandirilmaktadir. Birim kok testlerinden birinci nesil olan testler, birimler arasinda
korelasyonun olmadigi varsaymmini igermektedir. Ikinci nesil olan testlerin temel niteligi de
birimlere iliskin serilerin arasinda bir korelasyon bulundugu varsayimina dayali olmalaridir
(Yerdelen Tatoglu, 2012). Birinci nesil panel birim kok testleri, yatay kesitin her bir biriminde
yatay kesit bagimliligi bulunmadigini varsayar. Fakat, iilkeler birbiriyle iligki igerisinde
bulundugundan, yatay Kkesite ilgskin birimler arasinda yatay kesit bagimliliginin bulundugu ve

bir {ilkedeki bir sok neticesinde diger iilkelerin farkli diizeylerde etkilenmesi ihtimali daha

1050



akilc1 bir yaklagim gibi benimsenmektedir. Bu nedenle, yatay Kesite iliskin birimler arasindaki
yatay kesit bagimlilig1 dikkate alinarak ikinci nesil olan testler olusturulmustur (Mercan, 2014).
Panel birim kok testlerinden ikinci nesil testlerden biri olan Pesaran birim kok testi, birimler
arasindaki korelasyonu yok etmek amaci ile bir method 6nermistir. Gecikmeli kesit ortalamali
ADF regresyonunun genisletilmis versiyonu kullanilir ve bu regresyonun birinci farki,
birimlerin arasindaki korelasyonu ortadan kaldirir. Buna CADF de denir (Yerdelen Tatoglu,
2012).

Inovasyon olgusu, ekonomik bilyiime ve kalkinmada temel bir faktdr haline gelmistir.
Bu caligmada arastirma gelistirme ve briit sermaye faktorlerinin inovasyonu nasil ve ne 6l¢iide
etkiledigi analiz edilmistir. Giiniimiizde arastirma gelistirme faaliyetleri gitgide 6nemli hale
gelmekte ve bir politika 6gesi olarak kabul edilmektedir. Bunun yaninda inovasyonlarin ortaya
¢ikmasi amaciyla arastirma gelistirme faaliyetleri gereklidir. Arastirma gelistirme, inovasyon
tiretiminde 6nemli bir girdi olmasi sebebi ile modelde bagimsiz bir degisken olarak yer almistir.
Briit sermaye olusumu, sabit sermaye stokunu temsil eden bir degisken olarak toplam yatirim
harcamalarinin inovasyon iizerindeki etkisini O6lgmek i¢in caligmaya dahil edilmistir.
Calismadaki bagimli degisken fp inovasyonu temsil etmektedir. Bagimsiz degisken fr, Ar-Ge
harcamalarini, fc ise briit sermaye olusumunu temsil etmektedir. Bu ¢alismada method olarak
panel veri ydntemi kullanilmustir. Ik dnce yatay kesite iliskin bagimlilik testi uygulanmustir.
Yatay kesit bagimliliginin olup olmadig: arastirtlirken p degeri kritik degerden (0,05) kiigiik
olmasi sebebi ile yatay kesit bagimliligi oldugu bulunmustur. Daha sonra yatay Kkesit
bagimliligt bulundugundan ikinci nesil birim kok testi uygulanmistir. Degiskenlerin
duraganlhigini belirlemek i¢in Pesaran ikinci nesil birim kok testi uygulanmis olup, CIPS
testinde AP, AR, AC duragan bulunmustur. Degiskenlerin arasinda uzun dénem igerisinde bir
iliski olup olmadigini analiz etmek i¢cin Westerlund panel esbiitiinlesme testleri yapilmistir.
Panel esbiitiinlesme testi neticesinde degiskenlerin arasinda uzun donemli bir iliski
belirlendikten sonra, esbiitiinlesme iliskisinin katsayilarin1 tahmin etmek i¢in Panel Dinamik
En Kiicilik Kareler (DOLS) tahmin yontemi kullanilmistir.

DOLS yontemi, modele gecikmeli birinci farklar ekleyerek otokorelasyon problemini
ortadan kaldiran parametrik bir yaklasimdir (Breitung, 2005). Tahmin sonuglarina gore,
arastirma gelistirme harcamalarindaki bir birimlik artis, uzun dénemde patent sayisini 0,53
birim artirmaktadir. Ayrica briit sermayedeki bir birimlik artis, uzun dénemde patent sayisini
0,38 birim azaltmaktadir. Analiz sonuglarina gore, arastirma gelistirme harcamalarinin
inovasyon iizerinde anlamli ve pozitif bir etkisi vardir. Bu sonu¢ Jaumotte ve Pain (2005),

Schneider (2005) ve Giiloglu ve Tekin'in (2012) literatiirde yer alan arastirma gelistirme
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harcamalari ile patentler arasinda pozitif bir iligki oldugunu gdsteren ¢aligmalarin sonuglarini
destekler niteliktedir. Ayrica arastirma gelistirme harcamalarindaki artisin inovasyon tizerinde
pozitif yonlii 6nemli bir etkisinin olmasi sonucu Romer'in (1990) inovasyon siirecinde
arastirma gelistirmenin Ooneminin ve ortaya c¢ikan pozitif digsalliklarin arastirma gelistirme
sektoriine yapilan yatirimlardan kaynaklandigini savunan teorisi ile bagdasmaktadir. Romer'e
gore iktisadi biiyiime, karlarii maksimize etmek isteginde olan yatirimcilarin getirdigi
teknolojik degisikliklerden kaynaklanmaktadir.

Calismada inovasyon iizerinde arastirma gelistirme harcamalarinin 6nemli bir faktor
oldugu sonucuna varilmistir. inovasyonu artirmak igin iilkeler éncelikle bu kapsamda arastirma
gelistirme faaliyetlerine daha fazla kaynak ayirmalidir. Hiikiimetler, bliyiime performanslarini
stirdiirmek i¢in uzun vadeli arastirma gelistirme yatirimlar1 yapmalidir. Uzun vadede kamu ve
0zel sektoriin kiiresellesen diinyada varligini siirdiirebilmesi i¢in arastirma geligtirme
yatirimlarina 6nem vermesi gerekmektedir. Arastirma gelistirmenin ve boylelikle inovasyonun
artmasi ile birlikte yiiksek teknoloji iiretimi yapabilen yeni firmalar ortaya ¢ikmaktadir. Bunun
yaninda arastirma gelistirme faaliyetlerindeki artis teknoloji ihracat oranini artirmakta ve disa
bagimliligr azaltmaktadir. Katma degeri yiiksek alanlarda yenilik yaratilmalidir. Boylece
iilkeler kiiresel rekabet giicii kazanarak uzun vadede siirdiiriilebilir ekonomik biiytimeyi

saglayabileceklerdir.
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