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Abstract: The skin, in which our body is completely covered, both provides the heat balance of our body and protects our body 
against external factors. Skin cancer, which occur as a result of the uncontrolled proliferation of cells on the skin surface, are 
one of the most common types of cancer in the world. Early detection of skin cancer means early treatment of the disease. With 
early diagnosis, patients can be cured earlier and mortality rates can be reduced. The hardest part of skin cancer diagnosis is 
that skin lesions are very similar to each other. Therefore, it is of great importance that skin cancer can be diagnosed and 
classified as benign or malignant tumor. In this study, Convolutional Neural Network were used to determine whether skin 
cancer is benign or malignant. Separate results are obtained with Alexnet, Resnet50, Densenet201 and Googlenet. Then the 
performance rates of the models used have been compared. The highest accuracy rate was achieved with the Resnet50 model 
with 83.49%. Then, the results were obtained with the proposed hybrid model. In the proposed hybrid model, the accuracy rate 
was 84.11%. This rate is an important value for early diagnosis and treatment of the disease. 
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Evrişimsel Sinir Ağları Mimarileri ile Cilt Kanseri Görüntülerinin Sınıflandırılması   
 
Öz: Vücudumuzun tamamen kaplandığı deri hem vücudumuzun ısı dengesini sağlar hem de vücudumuzu dış etkenlere karşı 
korur. Cilt yüzeyindeki hücrelerin kontrolsüz çoğalması sonucu ortaya çıkan cilt kanserleri, dünyada en sık görülen kanser 
türlerinden biridir. Deri kanserlerinin erken teşhisi, hastalığın erken tedavisi anlamına gelir. Erken tanı ile hastalar daha erken 
tedavi edilebilir ve ölüm oranları azaltılabilir. Cilt kanseri teşhisinin en zor kısmı, cilt lezyonlarının birbirine çok benzemesidir. 
Bu nedenle cilt kanserinin iyi huylu veya kötü huylu tümör olarak teşhis edilip sınıflandırılabilmesi büyük önem taşımaktadır. 
Bu çalışmada, Evrişimsel Sinir Ağı ağları, cilt kanserinin iyi huylu veya kötü huylu olup olmadığını belirlemek için 
kullanılmıştır. Alexnet, Resnet50, Densenet201 ve Googlenet ile ayrı ayrı sonuçlar elde edilmiştir. Daha sonra kullanılan 
modellerin performans oranları karşılaştırılmıştır. En yüksek doğruluk oranı % 83,49 ile Resnet50 modelinde elde edilmiştir. 
Daha sonra önerilen hibrit modelle sonuçlar elde edilmiştir. Önerilen hibrit modelde doğruluk oranı %84.11 olmuştur. Bu oran, 
hastalığın erken teşhis ve tedavisi için önemli bir değerdir. 
 
Anahtar kelimeler: CNN, Sınıflandırma, Derin Öğrenme, Görüntü işleme, Cilt Kanseri. 
 

1. Introduction 
 

The skin, which covers almost all of our body, can deteriorate over time and lead to various types of cancer 
[1]. Skin cancer have become one of the most common types of cancer in the world [2]. Early diagnosis of these 
types of cancer is of great importance for the treatment process [3]. When tumor is called, generally 2 different 
types of tumors are considered. The first of these are benign tumors and the second is malignant tumors [4]. Benign 
tumors put the person in more visual and functional problems. Malignant tumors can put a person's life at risk [5]. 
There are many deaths in the world due to malignant tumor. 

The reason why the detection of tumors is difficult is that different skin lesions are very similar to each other 
[6]. Because of this similarity, detection of these tumors becomes very difficult. Dermatoscopy is the most 
common method used by physicians to detect these cancer tumors [7]. In this method, an examination is made 
with a device with a very high visual resolution and the relevant region is examined by enlarging. In this process, 
the professional experience of the doctor and the images obtained from dermatoscopy are of great importance [8]. 

In this study, CNN models, which are very popular in recent years, are used. After the Alexnet architecture 
won the large-scale visual recognition (ILSVRC) competition in 2012, CNN models have become increasingly 
important [9]. With the developing technology, deep learning architectures have started to achieve successful 
results in large data sets [10]. Since skin cancer is a common and deadly disease, computer-aided systems are of 
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great importance in combating this disease. CNN networks need to be trained with large amounts of data so that 
this disease can be diagnosed early and the treatment process can be initiated [11]. For the classification of skin 
cancer data, segmented images of the skin cancer data are used and the models are trained and tested. 

In this paper, Densenet201 architecture [12], Alexnet architecture [13], Googlenet architecture [14] and 
Resnet50 architecture [15] are used to classify skin cancer data. 

The data set used in the rest of the article is examined. Then the architectures used are discussed. After that, 
the application and the results obtained are shared. Finally, the conclusion section is prepared. 

 
2. Description of the Skin Cancer Dataset 

For the classification of skin cancer data, segmented images of the skin cancer dataset [16] on Kaggle's page 
were used. This data set consists of 2 classes. The first class is the benign class; the second class is the malignant 
class. While benign class refers to benign tumor, malignant refers to malignant tumor. Although benign type 
tumors cause more visual and functional problems, malignant type tumors can lead to death. Examples from the 
data set used in the study and the number of images used are given in table 1. 

Table 1. Examples belonging to the benign and malignant class. 

Benign (1440 images in total) Malignant( 1197 images in total) 

    
 

3. Models 

Cnn architectures Alexnet, Resnet50, Densenet201 and Googlenet are used to classify data belonging to 
benign and malignant classes. When designing Cnn architectures, we can classify the parameters to be considered 
as kernel size, batch-size, number of cycles, number of layers, activation function, learning rate, dropout and the 
size of the data set [17]. The characteristics of the computer used also affect the training and testing time of the 
model. The architectures and training values used in this study are given in table 2. 

Table 2. Training values of models. 

Models MiniBatchSize 
 

MaxEpochs 
 

ValidationFrequency 
 

InitialLearnRate 
 

Alexnet 
Resnet50 

Densenet201 
Googlenet 

16 5 6 10-4 

 

In deep learning applications, processing all data in the data set at the same time is a costly process in terms 
of time and memory. Because in every iteration of learning, back propagation is done. This is an important process 
in terms of time and cost. To solve this problem, it is necessary to divide the data sets into small groups. In this 
way, giving more than one input piece by piece is called minibatch. In this study, the reason for choosing the 
minibatch size value 16 is related to the computer used. Since the learning of the network becomes stable after 5 
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epoch values, the epoch value of 5 was chosen for the architectures used. In order to increase the readability of the 
accuracy and loss curves, the ValidationFrequency value of 6 was chosen. InitialLearnRate value is 10-4. 

3.1. Alexnet 

Published by LE Cun in 1988, LeNet architecture is one of the first articles published for deep learning. But 
when Alexnet won the large-scale visual recognition (ILSVRC) competition in 2012, deep learning architectures 
began to be heard around the world. The victory of Alexnet architecture in this competition led to the start of a 
popular era in deep learning. With this architecture, the error rate in pattern recognition has been reduced from 
26% to 15%. Relu is used as the activation function in the model. This model is designed to classify 1000 objects. 
The filters used here are 11 x 11 in size. Alexnet architecture consists of 25 layers in total [18]. 

3.2. Resnet50 

The Resnet50 model was the winner of the ImageNet competition in 2015. The error rate of the Resnet50 
architecture in this competition was 3.6%. While the ResNet50 architecture classifies images with an error rate of 
3.6%, people can classify the image with an average error rate of 5-10%. This ratio is a great success for the 
Resnet50 architecture. The Resnet50 architecture is one of the first architectures to use BatchNormalization for 
the normalization process. Relu is used as the activation function in this architecture. It has a deeper structure than 
previously designed architectures [19]. 

3.3. Densenet201 

DenseNet201 provides the merged feature maps produced by all previous layers as input to the next layer. In 
this way, it is aimed to make the training process easier. It is aimed to use the parameters more efficiently in the 
Densenet201 architecture. This allows access to all feature maps produced in layers prior to the deeper layers in 
the network. Avaragepooling has been preferred for the pooling process in the Densenet201 architecture. Relu was 
used as the activation function and Batchnormalization was used for the normalization process [20]. 

3.4. Googlenet 

This model is the winner of the ILSVRC competition held in 2014.The model with an error rate of 5.7% gave 
successful results in data sets. The Googlenet model, which has a depth of 22 layers, has a 144-layer structure. 
This model is one of the convolution and CNN architectures that move away from the common layers in an ordered 
structure. The start-up modules used here have reduced memory and power usage. [21]. 

3.5. Proposed Hybrid Model 

In the proposed hybrid model, features obtained from the Resnet50 and Densenet201 architectures are 
concatenated. These features are taken from the layer before the softmax layer. Later, these concatenated features 
were classified in the SVM classifier. A rough representation of the proposed hybrid model is given in figure 1. 

 

Figure 1. Proposed Hybrid Model. 
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4. Experimental Results 

In this study, CNN architectures are used to classify the skin cancer data set as benign and malignant. CNN 
architectures used in these paper are the most widely used in recent years. Cnn architectures are widely used, 
especially in biomedical image processing [23]. 

Some values must be calculated in order to perform performance evaluation of data classified with CNN 
architectures [24]. An example of a confusion matrix, which presents a sort of summary of the success of the model 
used, is given in Table 3. Performance criteria of CNN models are calculated using a Confusion matrix. 

Table 3. Confusion matrix obtained in models. 
 Benign Malignant 

Benign TruePositive FalsePositive 
Malignant FalseNegative TrueNegative 

 

TP: The benign image is correctly predicted and placed in the benign class. 

FN: The image belonging to the class of malignant is guessed incorrectly and placed in the benign class. 

FP: Image belonging to the benign class are predicted as malignant. 

TN: The malignant image is correctly predicted and placed in the malignant class. 

F-Measure value in equation 1, Precision value in equation 2, Specifity value in equation 3, Sensitivity 
value in equation 4, False Positive Rate (FPR) value in equation 5, False Discovery Rate (FDR) value in equation 
at 6, the False Negative Rate (FNR) value is given in equation 7 and the Accuracy value is given in equation 8. 
Confusion matrix was used to calculate all these values. 

𝐹 −𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = !∗#$%&'(')*∗+%&,--
#$%&'(')*.+%&,--

   (1), 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = /#
/#.0#

 (2), 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦		(𝑇𝑁𝑅) = /1
/1.0#

 (3) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦	(𝑇𝑃𝑅)= /#
/#.01

 (4), 𝐹𝑎𝑙𝑠𝑒	𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒	𝑅𝑎𝑡𝑒	(𝐹𝑃𝑅) = 0#
0#./1

	(5),	

𝐹𝑎𝑙𝑠𝑒	𝐷𝑖𝑠𝑐𝑜𝑣𝑒𝑟𝑦	𝑅𝑎𝑡𝑒	(𝐹𝐷𝑅) = 0#
0#./#

	(6)	, 𝐹𝑎𝑙𝑠𝑒	𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒	𝑅𝑎𝑡𝑒	(𝐹𝐷𝑅) = 01
01./#

	(7)		

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = /#./1
/#./1.0#.01

 (8) 

Alexnet architecture was first used to classify benign and malignant images of the skin cancer data set. 
The accuracy and loss curves of the benign and malignant classes obtained using the Alexnet architecture are given 
in figure 2. 

 

Figure 2. Alexnet’s accuracy and loss curves. 
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The confusion matrix and success rates obtained as a result of the classification process performed by the 
Alexnet model in the skin cancer dataset are given in table 4. When table 4 is examined, it is seen that 220 out of 
288 benign data were placed correctly and 68 were incorrectly placed. Likewise, 215 of 239 malignant data were 
placed in the correct class, while 24 were placed in the wrong class. The accuracy rate of the model is 82.54%. 

Table 4. Alexnet's confusion matrix and success rates achieved. 
 Benign Malignant 

Benign 220 68 
Malignant 24 215 

 
F-Measure Precision Specifity Sensitivity FPR FDR FNR Accuracy 

82.71% 76.39% 75.97% 90.16% 24.03% 23.61% 9.84% 82.54% 
 

Another model used to classify benign and malignant images belonging to the skin cancer data set is 
Densenet201. The accuracy and loss curves of the benign and malignant classes obtained using the Densenet201 
architecture are given in figure 3. 

 

Figure 3. Densenet201’s accuracy and loss curves. 

The confusion matrix and success rates obtained as a result of the classification process performed by the 
Densenet201 model in the skin cancer data set are given in table 5. When table 5 is examined, it is seen that 227 
of 288 benign data were placed correctly and 61 were placed incorrectly. Likewise, 185 of 239 malignant data 
were placed in the correct class, while 54 were placed in the wrong class. The accuracy rate of the model is 78.18% 
 

Table 5. Densenet201's confusion matrix and success rates achieved. 
 Benign Malignant 

Benign 227 61 
Malignant 54 185 

 
F-Measure Precision Specifity Sensitivity FPR FDR FNR Accuracy 

79.79% 78.82 75.20% 80.78% 24.80% 21.18% 19.22% 78.18% 
 

Another model used to classify benign and malignant images belonging to the skin cancer data set is 
Googlenet. The accuracy and loss curves of the benign and malignant classes obtained using the Googlenet 
architecture are given in figure 4. 
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Figure 4. Googlenet’s accuracy and loss curves. 

The confusion matrix and success rates obtained as a result of the classification process performed by the 
Googlenet model in the skin cancer data set are given in table 6. When table 6 is examined, it is seen that 204 out 
of 288 benign data were placed correctly and 84 were placed incorrectly. Likewise, 216 out of 239 malignant data 
were placed in the correct class, while 23 were placed in the wrong class. The accuracy rate of the model is 79.70%. 

 
Table 6. Googlenet's confusion matrix and success rates achieved. 

 Benign Malignant 
Benign 204 84 

Malignant 23 216 
 

F-Measure Precision Specifity Sensitivity FPR FDR FNR Accuracy 
79.22% 70.83% 72% 89.87% 28% 29.17% 10.13% 79.70% 

 
Resnet50 is the model that classifies benign and malignant images of the skin cancer data set with the 

highest accuracy. Accuracy and loss curves of benign and malignant classes obtained using the Resnet50 
architecture are given in figure 5. 

 

 
Figure 5. Resnet50’s accuracy and loss curves. 

 
The confusion matrix and success rates obtained as a result of the classification process performed by the 

Resnet50 model in the skin cancer data set are given in table 7. When table 7 is examined, it is seen that 253 of 
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288 benign data were placed in the correct class and 35 were placed in the wrong class. Likewise, 187 of 239 
malignant data were placed in the correct class, while 52 were placed in the wrong class. The accuracy rate of the 
model is 83.49%. 

Table 7. Resnet50’s confusion matrix and success rates achieved. 

 Benign Malignant 
Benign 253 35 

Malignant 52 187 
 

F-Measure Precision Specifity Sensitivity FPR FDR FNR Accuracy 
85.33% 87.85% 84.23% 82.95% 15.77% 12.15% 17.05% 83.49% 

 

Among the models used in this study, the highest accuracy rate was obtained with the Resnet50 
architecture, while the lowest accuracy rate was obtained in the Densenet201 architecture. The accuracy values of 
the models used are given in table 8. 

Table 8. Accuracy values of pre-trained CNN models. 

Resnet50 Alexnet Googlenet Densenet201 
83.49% 82.54% 79.70% 78.18% 

 

When the features obtained from the four pre-trained CNN architectures used in the study were classified in 
the SVM classifier, the accuracy values in table 9 were obtained. 

Table 9. CNN models + SVM classifier. 

Resnet50 + SVM Alexnet + SVM Googlenet + SVM Densenet201 + SVM 
82.6% 82.8% 81.5% 82.7% 

 

Finally, the confusion matrix obtained in the proposed hybrid model and the performance metrics of the 
proposed hybrid model are given in table 10. 

Table 10. Proposed Hybrid model’s confusion matrix and performance metrics. 

 Benign Malignant 
Benign 1194 246 

Malignant 173 1024 
 

F-Measure Precision Specifity Sensitivity FPR FDR FNR Accuracy 
85.07% 82.92% 80.63% 87.34% 19.37% 17.18% 12.66% 84.11% 

 

While the proposed hybrid model correctly classified 1194 of 1440 Benign images, it misclassified 246 of 
them. While the proposed hybrid model correctly classified 1024 out of 1197 Malignant images, 173 were 
misclassified. The accuracy rate of the model was 84.11%. 

5. Conclusion 

Skin cancer is one of the most common types of cancer that occurs as a result of uncontrolled proliferation of 
cells on the skin surface. It is difficult to diagnose because different skin lesions are very similar. Early detection 
of cancer cells is very important for the treatment process. For this reason, computer aided systems were used to 
diagnose skin cancer in this study. Resnet50 architecture achieved the highest performance among pre-trained 
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networks with an accuracy of 83.49%. In the proposed hybrid model, the accuracy value obtained is 84.11%. With 
the proposed hybrid model, it is aimed to alleviate the workload of the experts and shorten the diagnosis time. 
Thanks to computer-aided systems, individual mistakes that can be made by experts are prevented. In subsequent 
studies, it is aimed to increase the success rate of the model by developing different models on the subject. 
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