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ABSTRACT: The aim of this study is to examine the multiple choice final exams administered to the 210 

non-compulsory preparatory school students. The study aims to analyze the exams in terms of three 

characteristics: item facility, item discrimination and distractor efficiency. The study had quantitative 

research design and the data were analyzed through Paired Samples T-Test and frequency analysis. The 

results of the study revealed that most items in final exams had moderate difficulty levels for the students. 

However, almost all items in the exams had low discrimination indices and some items had negative 

discrimination values. Furthermore, the results show that one third of the items in the exams had at least one 

non-functional distractor. At the end of the study, some guidelines were presented for teachers and test 

developers to make the items more functional. 

Keywords: item analysis, item facility, item discrimination, distractor efficiency 

ÖZ: Bu çalışmanın amacı 210 isteğe bağlı hazırlık öğrencisine uygulanan çoktan seçmeli final sınavlarını 

incelemektir. Çalışma sınavları çoktan seçmeli soruların üç niteliği yani madde kolaylığı, madde ayırıcılığı 

ve çeldirici yeteneği açısından incelemeyi amaçlamaktadır. Türk alanyazında çoktan seçmeli testlerle ilgili 

birçok çalışma bulunmasına rağmen çoktan seçmeli soruları madde analizi bakımından inceleyen çok az 

çalışma bulunmaktadır. Bu yüzden bu çalışma iki çoktan seçmeli sınavı madde analizi açısından inceleyerek 

alanyazına katkıda bulunacaktır. Bu çalışmada nicel araştırma yöntemi kullanılmıştır ve verileri analiz 

etmek için tek örneklem t-testi ve sıklık analizi kullanılmıştır. Sonuçlar göstermektedir ki, sınavlardaki 

soruların çoğu öğrenciler için orta zorluk derecesine sahiptir. Ancak, soruların hemen hepsi çok düşük 

madde ayırıcılığı değerine sahiptir ve bazı soruların ayırıcılık değerinin negatif olduğu bulunmuştur. Ayrıca, 

sonuçlar sınavlardaki soruların üçte birinde en az bir tane işlevsiz çeldirici olduğunu göstermektedir. 

Çalışmanın sonunda, soruları daha etkili hale getirmek için öğretmenler ve soru geliştirenler için bazı 

yönergeler sunulmuştur. 

Anahtar sözcükler: madde analizi, madde kolaylığı, madde ayırıcılığı, çeldirici yeteneği 
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Introduction 

Multiple choice tests are preferred by most of the teachers or institutions for a 

variety of disciplines in Turkey. At schools, the success in English has been determined 

mostly according to the multiple-choice (MC) exam results. Especially for higher grade 

levels and large scale testing programs MC tests are preferred for their ease and fastness in 

scoring (Rodgers & Harley, 1999). Since the tests have such an important role in 

determining the students’ future academic careers or diploma grades the necessity for the 

tests being reliable, valid, efficient and functioning properly is becoming more crucial. 

“Since the quality of a test largely depends on the quality of the individual items” (Oluseyi 

& Olufemi, 2012, p.240), it seems significant to analyze the items before the test is given 

to the students. Item analysis is a general term and it is applied to investigate the test items 

for construction or revision (Oluseyi & Olufemi, 2012).  With the help of item analysis, too 

easy or too difficult items can be identified and they can be dropped or in the same way, 

good items can be kept for future use. In the process of analyzing the test items, three types 

of indices can be calculated: Item facility (the difficulty level of the items), item 

discrimination (discriminatory power of the items between the high-achieving and the low-

achieving students) and distractor efficiency (effectiveness of the distractors).   

In spite of the extensive use of MC tests as mentioned above, up to now most of the 

studies in Turkey have focused on the usage (Temizkan & Sallabaş, 2011; Yaman, 2016), 

advantages or disadvantages of MC tests (Çalışkan & Kaşıkçı, 2010; Üstüner & Şengür, 

2004; Yıldırım, 2010; Yaman, 2016). However, too little attention has been paid to MC 

tests in terms of item analysis in Turkish context. To name a few, Atalmış (2014) 

investigated whether item facility and item discrimination change when NOTA (None of 

the Above) option is added to the questions as a distractor and whether the test reliability 

changes when the number of the option decreases from 4 to 3. 1.130 students from sixteen 

differrent schools in Turkey and 100 students from one school in U.S.A participated to the 

study. Moreover, Toksöz and Ertunç (2017) analyzed a 50-item MC exam administered to 

453 students studying at a state university in Turkey. Still, it seems prudent to examine the 

quality of the MC items, which is the primary aim of the present study. The study 

specifically aims to analyze the exam in terms of three characteristics of multiple-choice 

questions (MCQs): item facility, item discrimination and distractor efficiency. Bearing 

these aims in mind, this study attempts to respond to the following research questions: 

1. . What is the difficulty level (item facility) of each item on the final exam test 

administered to non-compulsory preparatory school students? 

2. What is the discrimination index (item discrimination) of each item on the final 

exam test administered to non-compulsory preparatory school students? 

3. What is the distribution of the response patterns (distractor efficiency) for each of 

the options on the final exam test administered to non-compulsory preparatory 

school students?  
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This study is limited to 210 participants since the number is small, the 

generalizability of the findings to a larger number can be argued as one of the limitations 

of the study. Furthermore, the reader should bear in mind that this study is based on the 

three main characteristics of the MC test items: item facility, item discrimination and 

distractor efficiency. Therefore, it is beyond the scope of this study to present a full 

analysis of the items. 

Item Analysis 

An item “has always been the basic building block of a test” (Wainer, 1988, p. 2). 

Items are important in the sense that they play significant roles in improving the reliability 

of tests (Burton, 2004). As Coombe, Folse, and Hubley (2007) advocate to make a test 

function well, all the other essential parts such as items, keys and the distractors need to 

work effectively.   

The main purpose of item analysis evaluating the test as a whole and analyzing the 

items individually is to construct and revise the test (Cechova, Sedlacik, Neubauer, 2014; 

Oluseyi & Olufemi, 2012). Coniam (2009) states that item analysis investigates how much 

each item contributes to the test’s worth. Therefore, it could be inferred that item analysis 

provides much valuable and empirical data to the teachers or researchers about how the 

items in the test are performing (Oluseyi & Olufemi, 2012, p. 240). Useful implications 

and insights could be drawn from an item analysis for test developers and misleading or 

ambiguous items could be eliminated from the test or they might be improved for future 

use (Bodner, 1980; Oluseyi & Olufemi, 2012). Meanwhile by discarding the flawed items 

or revising them the quality of the test as a whole is improved (Hamzah & Abdullah, 2011; 

Olufemi & Oluseyi, 2012; Oppenheim, 2002). 

Considering the literature on the subject, it is observed that, the studies on item 

quality are usually conducted on large-scaled standardized tests rather than classroom 

assessment (Stiggins & Bridgeford, 1985). Bodner (1980) pays attention to the lack of the 

studies in terms of item analysis stating that although multiple choice tests yield a lot of 

statistical data which are somewhat important and useful for the researchers they are 

mostly ignored. More empirical studies ought to be conducted on item analysis to improve 

tests and exams for future use and, thereby serving the testing aims.   

Item Facility 

The Difficulty index (DIF I) or item facility (IF) is symbolized as “p”. The p-value 

can range from 0.00 which means that nobody answered the item correctly, to 1.00 which 

means that everybody chose the correct option (DiBattista & Kurzawa, 2011; Oluseyi & 

Olufemi, 2012). When the value of DIF is big, it means it is an easy item; and if the item 

has a small value of DIF index that means the item is difficult (Gajjar, Rana, Kumar, 

Sharma, 2014; Oluseyi & Olufemi, 2012). With respect to the accepted difficulty ranges, 

there have been different cut-off points suggested by researchers such as .31 and .60 

(Gajjar, et al., 2014); .30 and .92 (Jafarpur, 1999); .15 and .85 (Brown, H.D., 2004); .50 

and .80 (Hamzah & Abdullah, 2011); .20 and .90 (Olufemi & Oluseyi, 2012); .30 and .80 
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(Coniam, 2009; Oppenheim, 2002); .30 and .70 (Brown, J.D., 2003); .50 and .90 

(Haladyna & Downing, 1993).    

In analyzing item facility the aim is not to find very difficult questions. If a test is too 

difficult might be unable to discriminate the students having different abilities (Coniam, 

2009). According to Coombe et al. (2007) “ideal tests have a mix of difficulty levels…” (p. 

163). According to Hamzah and Abdullah (2011) items with an average degree of 

difficulty can contribute to the reliability of a test. “Optimum test reliability demands more 

than just lengthy tests with non-overlapping questions; it also demands moderately difficult 

questions containing equally plausible distractors, plus (nevertheless) a high average 

score” (Bush, 2006, p. 400). Oppenheim (2002) advocates that there could be some items 

that are very easy if they are testing a well-known fact about the topic, however the 

number of those easy items should be limited.  

Toksöz and Ertunç (2017) analyzed a 50-item multiple-choiced midterm exam 

administered to 453 students studying in language preparation classes and the results 

showed that 41 of the items had moderate difficulty levels ranging between .24 and .85. 

Moreover, 2 of the items were found to be very easy for the students having low difficulty 

indices (.11 and .07). Furthermore, they found that 7 of the items were too difficult having 

high difficulty values ranging between .86 and .98.    

Item Discrimination 

In item discrimination the students’ performance on a test item is compared with 

their performance on the whole exam (Coombe, et al., 2007). Therefore, the focus in on U- 

L Index, “U” stands with the upper group of the test-takers and “L” stands for the lower 

group of the test-takers (Burton, 2001). To obtain item discrimination values, the most 

successful 30% of the answer papers and the least successful 30% of the papers are taken 

into consideration (Brown, 2004). Papers with intermediate scores are ignored.  

To Brown, H. D. (2004), a highly discriminating item has a value close to perfect 1.0 

and if an item fails to discriminate between the high-achieving and the low-achieving 

students, that means it has a value closer to zero; if the value is zero it means that this item 

couldn’t discriminate at all. The maximum value 1 is obtained when a question is answered 

correctly by all of the high achieving students (the upper group) and by none of the low 

achieving students (the bottom group) and a negative value is obtained if the item is 

answered correctly mostly by the low achieving students (Burton, 2001; Hamzah 

&Abdullah, 2011).   

An item may also have a negative discrimination value. That happens when high-

achieving students cannot choose the correct option while low-achieving students can find 

the correct option. This may be because of that high-achieving students may interpret the 

question more difficult than it actually is and might be suspicious (Coombe et al., 2007; 

Gajjar, et al., 2014) or it might be just because of the complex wording or structure of the 

item (Gajjar, et al., 2014). In all cases, that item needs revision since those kinds of 

situations are undesirable for both teachers and students.   

DiBattista and Kurzawa (2011) argue that the items with very low or very high 

discrimination values are likely to be problematic. Likewise, Reid ( as cited in DiBattista & 
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Kurzawa, 2011) asserts that “ even more problematic are items that function so poorly that 

they have a negative discrimination coefficient, perhaps because the wording is unclear or 

because two options rather than one are correct” (p.2). “Such items with negative DI are 

not only useless; but they actually serve to decrease the validity of the test” (Gajjar, et al., 

2014, p. 19). DiBattista and Kurzawa (2011) state that the discrimination coefficient of a 

multiple choice exam must be a positive value, otherwise a MC item fails to function 

effectively.  

In their study with 453 students Toksöz and Ertunç (2017) found that 14 items out of 

50 had moderate item discrimination indices (.50 and higher). Moreover, they found that 

36 of the items had low item discrimination values (.50 and lower). Also, one item was 

found to have a negative item discrimnaiton value (. -09). They claimed that this item had 

the potential to create a negative washback effect for the students. 

 Distractor Efficiency 

Analysis of distractors separates the functional distractors which are chosen by some 

test takers and non-functional distractors which are seldom chosen by the test takers 

(Malau-Aduli & Zimitat, 2012). Distractors ought to look like correct answers for the 

students who did not understand the topics on the test (Coombe, et al., 2007).  Moreover, 

distractors “reflect the points in an argument when a student’s reasoning goes awry” 

(Buckles & Siegfried, 2006, p.52).  

The frequencies showing the distribution of the responses can be benefitted to make 

a conclusion about the efficiency of a distractor. If a distractor is not chosen by most of the 

test takers even by the low achieving group that means that this distractor does not fool 

anyone. According to Downing and Haladyna (1997) “…at least 5% of examinees should 

select each of an item’s distractors” (p.3). Similarly, Gajjar et al. (2014), and Ware and Vik 

(2009) define a distractor as non-functioning distractor (NFD) if the distractor is chosen by 

<5 % of the test takers. Nonfunctional distractors should be either replaced with a 

functioning one or be omitted from the test completely (Haladyna & Downing, 1989).   

Tarrant, Mohammed, Ware (2009) observed that it was challenging enough to 

develop four functional distractors in five-option items. Moreover, there are a lot of 

distractors which are not functioning properly on classroom tests (DiBattista & Kurzawa, 

2011). One way to write strong distractors might be to use fewer options; for instance, to 

use three-options instead of four-options (Haladyna, Downing, Rodriguez, 2002; Rogers & 

Harley, 1999; Bruno & Dirkzwager, 1995). Although four distractors have been regarded 

as a standard and common practice in MCQ tests (Bruno & Dirkzwager, 1995), and 

favored by teachers and examinees, researchers suggest that three functional distractors are 

more realistic and manageable besides being easier to prepare (Haladyna et al., 2002; 

Tarrant et al., 2009; Costin, 1970). Most studies (Ebel, 1969; Haladyna & Downing, 1993; 

Tversky, 1964; Bruno & Dirkzwager, 1995) have advocated three-option items instead of 

four highlighting that three-option items are as reliable as four or five alternatives. Three-

option items can also provide some advantages to the teachers such as spending less time 

while forming the distractors (Tarrant et al., 2009) which may be argued to be one of the 

disadvantages of MC tests (Coombe et al., 2007).  
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Research claims that there is a crucial need to do item analysis of the multiple choice 

exams to enable more quality and functioning items for students and more accurate and 

reliable results for teachers or test developers (DiBattista & Kurzawa, 2011; Jafarpur, 

1999; Goodrich, 1977; Rodger & Harley, 1999; Burton, 2001).  However, there seems to 

be a gap in item analysis of multiple choice tests in Turkish literature. Hence, the study 

aims to analyze a multiple choice final exam administered to non-compulsory preparatory 

students at a state university. 

Methodology 

 Participants and Data Collection Process 

The study was conducted on 210 non-compulsory preparatory school students. The 

students were from different parts of Turkey and they were studying in different 

departments such as Engineering, International Trade, and Tourism and Hotel 

Management. In their weekly schedule in preparatory classes, the students were taking 

English lessons 20 hours a week: 10 hours of Main Course, 6 hours of Reading and 

Writing, and 4 hours of Grammar courses.  The data were collected through the final 

exams administered to the non-compulsory preparatory school students. After the 

appropriate institutional permissions were secured, the quantitative data was collected right 

after the exam had been administered. To collect quantitative data, the final exam session I 

and the final exam session II were used. 

Instruments (Final exams) 

The final exam consists of four main parts: listening, grammar, vocabulary, reading 

(reading texts cloze test, conversation, situation, translation). The detailed information 

about the content of the exam is presented in Table 1 below. 

 

Table 1. General Content of the Final Exams Administered to Preparatory Students 

  Part                Number of Items                                  Part    Number of Items            

 Listening                           10  Reading                    20  

Grammar                           20                  Dialogue               4                   

Vocabulary               20  Situation             5  

Cloze Test              10  Translation  6  

 

The questions had equal points in the overall score. Listening questions had three-options; 

however, all the questions in the other parts had five-options. The students were not 

penalized for wrong answers. They got 1 point for each of their correct answers and 0 point 

for their incorrect answers. The questions in the other parts of the exams were directly used 

by the researcher without modification.  

The exams were held in two different sessions according to their times. The first 

session was held at 12:45 and the second session was held at 15:15. The questions in each 

session were constructed with different but parallel questions. In other words, the same 
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lexical and grammatical items were tried to be asked in both sessions. Also, the instructors 

proctored during the exam to prevent the students from cheating. 

 Data Analysis 

While analyzing the quantitative data the students not selecting any of the options 

were eliminated to reach more accurate results. Therefore, 210 exam papers were taken 

into consideration for the statistical analysis although 266 students had taken the exam. To 

analyze the quantitative data, test takers’ responses for each item on the final exams were 

analyzed through the statistics program IBM SPSS Version 20. During the data analysis 

the researcher focused on three main item characteristics: item facility, item discrimination 

and distractor efficiency. The quality criteria and the formulas for each of the quality 

indicators (item facility, item discrimination and distractor facility) were derived from 

Brown (2004).  

Results 

Item facility indices of the items on the final text exams 

In this part, the item facility (IF) or difficulty (DIF) indices of final exam session 1 

and final exam session 2 will be presented in tables and analyzed.  

According to Table 2 below, three items (3 %) in final exam session 1 were too easy (p≥ 

85) according to H.D. Brown’s (2004) cut-off points.   

 

Table 2. Item Facility (IF) indices of too easy items in final exam session 1 

Item #                p                   Item #    p Item #            p 

Item # 1                    .85 Item # 6                    .89 Item #8          .94 

Table 3 below shows that eight items (8 %) in final exam session 1 were too difficult (<15) 

according to Brown’s (2004) benchmark values. The rest of the items (57 %) in final exam 

session1 have moderate difficulty levels (between .15 and .85) according to  Brown’s 

(2004) cut-off points.   

 

Table 3. Item Facility (IF) indices of too difficult items in final exam session 1 

Item #                p                   Item #    p   Item #            p 

Item # 10                    .10 Item # 13                    .12  Item # 28            .12 

Item # 32                    .15                        Item # 70            .09       Item # 72            .13 

Item # 75       .13 Item # 94  .14   

 

According to Table 4 below, two items (2 %) in final exam session 2 are too easy (≥ 85) 

according to H.D. Brown’s (2004) benchmark values. 

 

 



The Analysis of Multiple Choice... 

 

© 2020 JLERE, Dil Eğitimi ve Araştırmaları Dergisi- Journal of Language Education and Research, 6(1), 216-237 

 

223 

Table 4. Item Facility (IF) indices of too easy items in final exam session 2 

Item #                p                   Item #    p              

Item # 8                    .92 Item # 83                    .85            

 

According to Table 5, 11 items (11.5 %) in final exam session 2 were too difficult (<15) in 

line with Brown’s (2004) benchmark values. The rest of the items (86 %) in final exam 

session 2 had moderate difficulty levels (between .15 and .85) according to H.D. Brown’s 

(2004) cut-off points. 

 

Table 5. Item Facility (IF) indices of too difficult items in final exam session 2 

Item #                p                   Item #    p Item #            p 

Item # 6                    .15 Item # 9                    .03 Item # 11            .14 

Item # 45                   .14                        Item # 49            .12      Item # 57            .05 

Item # 62      .15 Item # 64  .10 Item # 71            .14 

Item # 78      .10 Item # 89  .14   

Item discrimination indices of the items on the final test exams 

In this part, the item discrimination indices (DI) of the items in the final exam 

session 1 and 2 will be presented in tables and analyzed.  

 

Table 6 below shows that 6 items (6.31%) in final exam session 1 had negative item 

discrimination indices which means those  items were answered correctly mostly by low 

achieving students (Burton, 2001; Hamzah & Abdullah, 2011). To illustrate, the 

distribution of responses for item # 60 in final exam session 1 is shown in Table 6 below. 

 

Table 6. Items with negative discrimination indices in final exam session 1 

Item #                DI                  Item #    DI Item #            DI 

Item # 4                    -0.01 Item # 6                    -0.01 Item # 55           -0.02 

Item # 60                   -0.06                        Item # 75            -0.02      Item # 94           -0.04 

 

Table 7 below demonstrates that item # 60 gathered more correct answers from low ability 

students rather than high ability students. 

 

Table 7. Distribution of responses for item # 60 in final exam session 1  

Item # 60                               #Correct  #Incorrect            

High Ability Ss (Top 36)                  10                    26            

Low Ability Ss (Bottom 36)   15  21   
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Table 8 below demonstrates that 6 items (6.31%) in final exam session 1 had moderate 

discrimination indices (Coombe, et al., 2007). However, Brown (2004) suggests that 

moderate level of discrimination should be .50 and above. In that respect none of the items 

could be argued to discriminate well at all. Moreover, final exam session 1 does not seem 

to meet the discrimination requirements suggested by Ware and Vik (2009) who suggest 

that greater or equal to 60% of the items should have moderate discrimination indexes. The 

remaining 83 items (87.36 %) had discrimination values which are zero or very low (<30) 

thereby these items were unable to meet the requirements. 

 

Table 8. Items with moderate discrimination indices in final exam session 1 

Item #                DI                  Item #    DI Item #            DI 

Item # 15                     .38 Item # 36                     .38 Item # 48             .37 

Item # 61                     .33                        Item # 91             .37      Item # 93             .30 

 

According to Table 9 below, 7 items (7.36 %) had negative discrimination indexes which 

mean those items gathered more correct answers from high ability students rather than low 

ability students (Burton, 2001; Hamzah & Abdullah, 2011). To illustrate, the distribution 

of responses for item #6, #17, and #57 having negative discrimination indexes in final 

exam session 2 are shown below in Table 10, and Table 11 respectively. 

 

Table 9. Items with negative discrimination indices in final exam session 2 

Item #                DI                  Item #    DI Item #            DI 

Item # 6                     -0.07                       Item # 9                   -0.01                       Item # 12           -0.02                       

Item # 17                     -0.13                      Item # 57            -0.04      Item # 60           -0.02 

Item # 62       -0.04      

 

Table 10 below shows that most high ability students failed to answer item # 6 correctly in 

the final exam session 2. Low ability students were more successful for that item contrary 

to the expectations.  

 

Table 10. Distribution of responses for item # 6 in final exam session 2  

Item # 6                               #Correct  #Incorrect            

High Ability Ss (Top 34)                  5                    29            

Low Ability Ss (Bottom 34)   10  14   

 

As seen in Table 11 below, more students from low ability group rather than high ability 

group were able to answer item # 17 correctly in final exam session 2. These items having 

negative item discrimination indices are probale to create negative washback effect for 
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high ability students (Hughes, 2003). Hence, they need to be revised or modified by test 

developers or teachers. 

 

Table 11. Distribution of responses for item # 17 in final exam session 2  

Item # 17                               #Correct  #Incorrect            

High Ability Ss (Top 34)                  9                    25            

Low Ability Ss (Bottom 34)   18  16   

 

Table 12 below demonstrates that 8 items (8.42 %) in final exam session 2 had acceptable 

discrimination indexes (.30 and above) (Coombe, et al., 2007). However, Brown, H.D. 

(2004) suggest that o moderate level of discrimination should be .50 and above. In that 

respect none of the items could be argued to discriminate well at all. Moreover, the final 

exam session 2 does not seem to meet the discrimination requirements suggested by Ware 

and Vik (2009) who suggest that greater or equal to 60% of the items should have 

moderate discrimination indexes.The remaining 80 items (84.21 %) had discrimination 

values which are zero or very low (<30) thereby these items were unable to meet the 

requirements. 

 

Table 12. Items with moderate discrimination indices in final exam session 2 

Item #                DI                  Item #    DI Item #            DI 

Item # 43                     .30                       Item # 47                  .35                       Item # 72             .32                       

Item # 86                     .32                   Item # 92           .33      Item # 93             .33 

Item # 94        .32 Item # 95  .30   

Distractor efficiency of the options of the items on the final test exams  

A distractor is defined as non-functioning distractor (NFD) if the distractor is chosen by <5 

% of the test taker (Gajjar et al. 2014; Ware & Vik, 2009; Downing & Haladyna, 1997). In 

this part, the distribution of the responses of the items having non-functional distractors 

(NFD) in final exam session 1 and final exam session 2 will be presented in tables and 

analyzed. Table 13 below shows that 3 items (30%) in the listening part of final exam 

session 1 had NFD distractors. 

 

Table 13. Items with NFDs in the listening part of final exam session 1 

Item #                A                 B C             D  E          

 # 1                      11 5 92                      -             -                                

 # 6                     3                  97 8             -    -          

 # 8        4 2 102             -         - 

   Note. Bold options are the correct answers             
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Table 14 below demonstrates that 8 items (40%) in the grammar part of final exam session 

1 had NFD distractors. 

                                            

Table 14. Items with NFDs in the grammar part of final exam session 1 

Item #                A                 B C             D  E          

 # 12                     25 34 30                      3            16                                

 # 15                    22                  43 5            33    5         

 # 16       41 22 11            29    5 

# 19       74 21 7             3    3 

# 21       16 6 15            70    1 

# 25  9 41 4             9     45 

# 29  19 11 12             5     61 

# 30  48 24 19            14      3 

Note. Bold options are the correct answers    

 

Table 15 below shows that 5 items (25%) in the vocabulary part of final exam session 1 

had NFD distractors.     

 

Table 15. Items with NFDs in the vocabulary part of final exam session 1 

Item #                A                 B C             D  E          

 #  35                    6 7 87                      4            4 

 # 36                     32                  4 5             3             64           

 # 37        18 72 13             2  3 

# 38        11 10 3            73  11 

# 40        23 33 15            32  5 

Note. Bold options are the correct answers   

 

Table 16 below shows that 5 items (50%) in the cloze test part of final exam session 1 had 

NFD distractors.                               

Table 16. Items with NFDs in the cloze Test part of final exam session 1 

Item #                A                 B C             D  E          

 #  51                   16 46 15                    26            5 

 # 54                  85                  3 7             6             7           

 # 55       18 4 30            36  20 

# 56       38 38 17            10  5 

# 57       24 27 23            32  2 
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Note. Bold options are the correct answers   

 

Table 17 below demonstrates that 2 items (33.3%) in the translation part of final exam 

session 1 had NFD distractors.   

Table 17. Items with NFDs in the translation part of final exam session 1 

Item #                A                 B C             D  E          

 # 61                    16 13 4                     62            13 

 # 65                    5                  10 61            10             22           

Note. Bold options are the correct answers   

 

Table 18 below shows that 5 items (25%) in the reading part of final exam session 1 had 

NFD distractors. 

 

Table 18. Items with NFDs in the reading part of final exam session 1 

Item #                A                 B C             D  E          

 #  67                    7 3 62                    32           4 

 # 72                     15                  8       67            14             4           

 # 83       65 13 22             6  2 

# 84       7 83 4            7  7 

# 86       3 56 33            10  6 

Note. Bold options are the correct answers   

 

All the distractors in the dialogue and the situation parts of final exam session 1 were 

found to be functional. That means they all the items in these parts were chosen by more 

than 5% of the test takers who took finel exam session 1. Hence, the tables of these parts 

are not presented here. Overall, 10% of the distractors in the final exam session 1 were 

found to be flawed because they were chosen by less than 5% of the examinees who took 

final exam session 1. In all, 29% of the items had at least one of these flawed distractors in 

the final exam session 1. 90% of the distractors were found to function properly.   

Table 19 below shows that 2 items (20%) in the listening part of final exam session 2 had 

NFD distractors. 

 

Table 19. Items with NFDs in the listening part of final exam session 2 

Item #                A                 B C             D  E          

 # 8                    94 4 4                     -            - 

 # 9                     89                  4 9             -             -          

Note. Bold options are the correct answers   
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Table 20 below demonstrates that 4 items (20%) in the grammar part of final exam session 

2 had NFD distractors. 

 

Table 20. Items with NFDs in the grammar part of final exam session 2 

Item #                A                 B C             D  E          

# 17                    6 41 45                    2            8 

# 18                     19                  20 11            51             1          

# 25       56 12 10             3  21 

# 26       22 15 47             1  17 

Note. Bold options are the correct answers   

 

Table 21 below shows that 3 items (15%) in the vocabulary part of the final exam session 2 

had NFD distractors. 

 

Table 21. Items with NFDs in  the vocabulary part of final exam session 2 

Item #                A                 B C             D  E          

 # 41                    17 6 2                   70          7 

 # 47                     56                  33 8             3             2         

# 49       11 36 4            38  13 

Note. Bold options are the correct answers   

 

Table 22 below demonstrates that 2 items (20%) in the cloze test part of the final exam 

session 2 had NFD distractors. 

 

Table 22. Items with NFDs in the cloze Test part of final exam session 2 

Item #                A                 B C             D  E          

 # 51                    71 12 4                     4            11 

 # 53                    47                 4 7            32             12           

Note. Bold options are the correct answers   

 

Table 23 below shows that only 1 item (5%) in the reading part of the final exam session 2 

had NFD distractors. 
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Table 23. Items with NFDs in the reading part of final exam session 2 

Item #                A                 B C             D  E          

 # 65                    37 8 32                     21           4 

Note. Bold options are the correct answers     

 

Table 24 below demonstrates that 2 items (33.3%) in translation part of final exam session 

2 had NFD distractors.        

Table 24. Items with NFDs in the translation part of final exam session 2 

Item #                A                 B C             D  E          

 # 82                    38 46 3                      4            11 

 # 83                    4                  3 87             5             3           

Note. Bold options are the correct answers  

 

Table 25 below shows that 2 items (22.2%) in the dialogue part of the final exam session 2 

had NFD distractors. 

 

Table 25. Items with NFDs in the dialogue part of final exam session 2 

Item #                A                 B C             D  E          

 # 87                    13 76 5                      6            2 

 # 91                    30                  17 20            33             2          

Note. Bold options are the correct answers   

 

All the distractors in the situation part of final exam session 2 were found to be functional. 

That means the distractors in this part of the exam were chosen by more than 5% of the test 

takers who took final exam session 1. Hence, the table related to this part is not presented 

here.  Overall, nearly 6 % of the distractors were found to be flawed because they were 

chosen by less than 5% of the examinees who took final exam session 2. In all, 16.8% of 

the items had at least one of these flawed distractors in the final exam session 2. Almost 

93% of the distractors were found to function properly.   

 

Conclusion and Discussion 

Research Question 1: What is the difficulty level (item facility) of each item on the 

final exam test administered to non-compulsory preparatory school students? 

The findings revealed that most of the items in final exams had moderate difficulty levels. 

These items seem to be ideal and appropriate for the students’ levels and they need no 

modification; therefore, they could be maintained and used in future exams (Ebel, 1967). 

These items having moderate difficulty levels can also contribute to the reliability of the 

exam as a whole (Bush, 2006; Brown, J. D. 2003). These items are valid since they showed 
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that the students learned the content measured by these items (Malau-Aduli & Zimitat, 

2012). Furthermore, the items having moderate difficulty levels might be argued to serve 

the aims of testing. Therefore, test developers and teachers should be trying to write items 

with appropriate difficulty levels for their students if they want to increase the validity and 

reliability of their tests.  

The findings also revealed that there were some items having high difficulty levels 

which mean these items were too easy for the students’ levels. These easy items do not 

require high level ability or comprehension to answer them correctly. Hence, these items 

might lead to inflated scores and a decline in motivation of the students. Students might be 

misguided by these easy items and they might feel no need to study more. Moreover, these 

kinds of easy items might include incidental clues and increase the possibility of guessing 

(Burton, 2005). According to Oluseyi and Olufemi (2012) those items might not be worth 

even testing. However, Brown, H.D. (2004) suggests that too easy items might not create a 

big problem for the overall quality of the test if the number of too easy items is limited. On 

the contrary, too easy items might be benefitted as warm-up activities to increase the 

motivation especially for low ability students (Coombe, et al., 2007; Gajjar et al., 2014). 

That way positive washback effect could also be stimulated for low ability students 

(Alderson & Wall, 1993).  

A further argument supporting the availability of easy items is that, if these too easy 

items are about a very well- known fact and asking basic knowledge on a topic they should 

not be omitted from the exam (Oppenheim, 2002). However, Haladyna et al. (2002) 

suggest paraphrasing the language used in the course book or during the instruction to 

prevent testing for just recall (guideline # 3). Teachers should try to choose a novel 

material which can be new words such as synonyms even if they target to test older and 

basic knowledge. In practice, it can be recommended to teachers or test developers to limit 

the number of easy items, place them at the beginning of the exam and to form the easy 

items on basic information of topics taught in the class.  

Moreover, the results also showed that some items in final exams were too difficult 

for students. These difficult questions might lead to deflated scores and students’ 

motivation might be declined. They might feel desperate and have the feeling of failure 

despite all their work and effort. However, difficult items might also be a challenge for 

high ability students (Brown, H.D., 2004). Nonetheless, test developers or teachers should 

be cautious to limit the number of too difficult questions to prevent the possible negative 

washback effect of the exam on test takers. Furthermore, the results highlighted some of 

the students’ difficulties which might help instructors to make changes in their sequence of 

topics, range of activities, teaching materials or syllabi in their curriculum. Thereby, 

positive washback effect could be derived from such concerns and changes in teaching 

materials and methods (Álvarez, 2013).  

The primary concern for teachers or test developers should be trying to interpret the 

item analysis results efficiently. Here, the reasons behind the difficult items play a 

significant role during the interpretation process. The difficult items might include 

ambiguous words, high level of language, confusing structure, an incorrect key, or the 

content of the item might not be clear enough to be understood by the students. However, 
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Haladyna et al. (2002) suggest that direction and content in the stem should be very clear 

(guideline # 14). In that respect, teachers need to worry about whether they are asking a 

difficult question or an impossible question to answer (Bodner, 1980). Teachers might be 

trying to eliminate the surface learners by using difficult language or wording in the stem. 

However, Burton (2005) claims that writing too complicated items do not help reduce 

guessing.  

Moreover, the difficulty of the questions might also stem from the content. The 

difficult items might not be based on a siginificant content to learn. The topics that are not 

emphasized or discoursed during the class might exemplify such kind of topics. However, 

in their item writing guidelines Haladyna et al. (2002) suggest avoiding trivial content 

(guideline # 2). These kinds of trifling items may lead to negative washback effect on both 

high ability and low ability students. Here, test developers or teachers may be inclined to 

think that difficult items are a must for their exams and they might be nitpicky to ask trivial 

content. Furthermore, the difficult items might address an over specific or over general 

content which should also be avoided (Haladyna et al. 2002) (guideline # 5). Moreover, the 

difficult items might be tricky questions which disadvantage high ability students and 

decrease their motivation, therefore they should be avoided (Haladyna et al. 2002) 

(guideline # 7). Moreover, excessive verbalism might prevent the students from answering 

an item correctly. Therefore, Haladyna et al. (2002) suggest avoiding “window dressing” 

(guideline # 16, p. 312). Hence, it is obvious that the difficult questions need to be revised 

and examined to avoid irrelevant difficulties for students.  

Research Question 2:What is the discrimination index (item discrimination) of each 

item on the final exam test administered to non-compulsory preparatory school students? 

The findings demonstrated that almost all of the items in final exams had low item 

discrimination indices. That means these items could not distinguish deep learners and 

surface learners which is one of the primary aims of assessment. In that case, it is possible 

to conclude that high ability students were not rewarded on their success while low ability 

students were not punished. Moreover, it might be maintained that the score of high ability 

students for that item is not parallel to their score for their overall score on the exam. It is 

obvious that these items are flawed and they should be edited and proofed for future use 

(Haladyna et al. (2002) (guideline # 11).  

Items having low discrimination indices might not be valid enough for the exam 

results since ‘discrimination indices’ are also called as ‘validity indices’ (Burton, 2001). 

One reason behind the poor discriminatory power might be very easy or very difficult 

questions since those questions tend to discriminate poorly between high ability and low 

ability students. Another reason might be flawed distractors chosen by high ability 

students. There should be a negative correlation between examinee’s selection of 

distractors and their total test scores (DiBattista & Kurzawa, 2011). Therefore, distractors 

are expected to lure lower ability students rather than higher ability students. However, it 

may not be the case with items having low discrimination indices.   

Moreover, according to the results, some of the items had moderate item 

discrimination indices. These items might be argued to be more effective and yield more 

reliable results about the success of the students (Downing, 2005). Moreover, these items 
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contribute to the overall reliability and quality of the exam. When the numbers of items 

having higher item discrimination indices are increased the exam could be argued to serve 

to the aims of testing. Items having moderate discrimination index might stimulate positive 

washback effect for high ability students. These items can be kept and added to the 

question bank for future use.  

The results also showed that, some items had negative discrimination indices. That 

means these items gathered more correct answers from low ability students rather than 

high ability students. Thereby, these items with negative discrimination indices detract 

from the overall quality of a test. The reason behind negative discrimination indices might 

be a wrong key, two correct answers, or ambiguity in the stem. Still, these items should be 

modified since they might have a negative backwash effect on high ability students 

(Hughes, 2003). Hence, these flawed items seemed to penalize high ability students 

although they were successful (Downing, 2005). Moreover, the success of low ability 

students on these items might be a result of chance factor or pure guessing (Bush, 2015; 

Oluseyi & Olufemi, 2012). In that case, it can be recommended to teachers or test 

developers to revise the stem or the options both the key and the distractors.  

It needs to be noted that poorly written items having ambiguity may cause to 

misunderstanding or different interpretations among the students (Atalmış, 2014). That 

way, a high ability student might not answer a question while a low ability student can 

answer it as this is the situation in items having negative discrimination indices. For 

instance, high ability students might be suspicious about an easy item and they might have 

regarded the questions as more difficult due to complex wording, structure, or a trick in the 

stem. Such cases are undesirable for both teachers and high ability students. Therefore, 

Haladyna et al. (2002) suggest using simple and clear wording in the stem and avoiding 

tricks (guideline # 14 and guideline # 7). Items with negative discrimination indexes are 

useless and they decrease the validity of the test. According to Burton (2001) these items 

should be removed from the test to improve the reliability of the exam.  

A solution to increase the discriminatory power or the quality of the items might be 

revising the items and training test developers and improving the quality of items and 

distractors (Josefowicz et al. 2002 & Wallach et al. 2006). It would be misleading to 

assume that all teachers are able to construct well-functioning items without any 

instruction (Burton, 2005). Item discrimination and plausible distractors are directly related 

and they are both argued to be the criteria for the quality of a test (Ware & Vik, 2009). The 

results of item analysis ought to be well analyzed to diagnose who is progressing or who 

needs extra instruction, which is one of the main objectives of assessment (Coombe, et al., 

2007).  

Research Question 3: What is the distribution of the response patterns (distractor 

efficiency) for each of the options on the final exam test administered to non-compulsory 

preparatory school students?  

The statistical tables showed that nearly one third of the items in final exams had at least 

one non-functioning distractor. These flawed distractors should be edited or modified to be 

more attractive since they have no utility. No matter how the content is well, structure or 

wording of the stem, flawed distractors cast a shadow on the quality of the item. Haladyna 
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et al. (2002) introduced 31 item writing guidelines and 14 of them were about writing 

options both the key (correct answer) and the distractors (incorrect answers). Analyzing the 

statistical properties of the test items after the test administration is very significant to 

eliminate the non-functioning distractors from the test for future use. Analyzing each item 

using item analysis yields significant data to the teachers, and also the institutions for test 

improvement (Tarrant et al., 2009). Only in that way, “pedagogically and psychometrically 

sound tests can be developed” (Tarrant et al., 2009, p. 7). 

Moreover, the results showed that some distractors could attract more students from 

high ability students rather than low ability students. These distractors might be even more 

problematic and they might be discarded or omitted form the test completely. Teachers or 

test developers might have different reasons to have flawed distractors in their exams. The 

teachers may not be flexible while writing the distractors since there might be some criteria 

or rules set by the institution or the exam committee. For instance, the institution might ask 

the teachers to write five-optioned items. So, the teachers might be trying to find some 

more option and these options mostly end up being not plausible and written just for the 

sake of being written (Adisutrisno, 2008). These flawed distractors disadvantage high 

ability students. However, items on a test do not have to include the same number of 

options. Some questions might need more options while some others require just one or 

two distractor because of the content. Ware and Vik (2009) suggest that “whatever number 

chosen, and this may be quite an arbitrary decision, an important part of quality assurance 

is to determine that the number of options that function justifies the number set as a policy” 

(p. 241).  

Studies on the number of the options suggest that three choices are adequate 

(Haladyna et al. 2002; Rogers & Harley, 1999; Bruno & Dirkzwager, 1995; Ebel, 1969; 

Haladyna & Downing, 1993; Tversky, 1964). In their item writing guidelines Haladyna et 

al. (2002) suggest decreasing the number of the options (guideline # 18). All the options’ 

being plausible is more important than the number of the options. Writing items with three 

options might be less time consuming for the teachers. They could spend their energy on 

writing more items instead of writing more distractors. In the study conducted by Costin 

(1972) it was found that items having three alternatives had higher discrimination values 

when compared to the items having four or more alternatives. Similarly, in their study 

William and Ebel (as cited in Rogers & Harley, 1999) had also reported that two or three-

optioned items had equal discrimination indices to four-optioned items. Moreover, in their 

study Haladyna and Downing (1993) stressed that none of the five-optioned item in their 

study had four functional distractors. Hence, it seems useless to try to write more options. 

Instead, it can be recommended to teachers to try to write more items rather than more 

options. It can enable teachers to cover more content. Furthermore, tests with more items 

tend to be more reliable than tests with fewer items and more distractors. Furthermore, 

students’ fatigue and test anxiety could be decreased with a shorter test with fewer options. 

At the same time, students might have more time to read all the questions in the test. 

Thereby, the reliability of the test can be increased with three options.   

Above all, the primary reasons behind flawed and non-functioning distractors might 

be that the instructors have no training on item writing especially on writing the options. 
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However, Haladyna et al. (2002) claim that writing the choices of a question is the most 

difficult part of writing a MC item because the distractors should be plausible and they 

should base on the common errors of the students. That means a lot of expertise in writing 

options and experience in knowing your students’ mistakes well. Both situations require a 

great deal of time and effort which might be one of the reasons why some teachers avoid 

using MC tests for their exams. When the instructors are trained on item writing they 

would achieve more quality items having strong distractors. That way, more reliable and 

accurate results about the students’ performance could be gathered. Hence, the overall 

reliability and validity of the exam would be increased.   

Designing of good quality tests are very significant since the interpretations of the 

results affect the learning considerations and outcomes. Hence, an appropriate value of 

discrimination index, difficulty value and distractor efficiency should be ensured to 

determine the performance of the students and achievement of the learning objectives 

(Hamzah & Abdullah, 2011). Teachers should be willing to ensure that their MC exams are 

of high quality. Institutions should hand item analysis reports to the instructors after each 

exam administered to the students. Cechova, et al. (2014) notes that after an item analysis, 

teachers or test developers can decide on what further steps to take in order to increase the 

reliability or validity of the test. Moreover, analyzing the items could improve the 

instructors’ test construction skills (Oluseyi & Olufemi, 2012). However, if the instructors 

are not formally trained on developing test items and if they don’t even know the terms 

about item analysis, the reports might not work efficiently. It would be almost impossible 

interpret the results of the analysis appropriately. Therefore, the instructors who are 

responsible for preparing the exam should be provided in-service training. This study is in 

tandem with the findings of Josefowicz et al. (2002), who states that the quality of test 

items might be significantly improved by providing instructors with formal training on 

item writing which is a skill that can be learned. As, in this study implications are drawn 

for test developers and teachers, more rigorous studies of this kind are needed for further 

research. 
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